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1 Introductory Blather

The law of one price is false.

The law of one price — identical objects in a cotitjye market sell at the same price, or at the
same price adjusted for transport costs — has aevaully simple proof: for otherwise

consumers will shop for the lowest price and tighlpriced outlets will have no sales. This is
persuasive, in an “armchair theorizing” sort of wdut visit a U.S. grocery store and see 50%
sales on paper towels, or Coca-Cola, or milk, a &t will last two or three weeks and then the
regular price will return. Nearby stores have sale different items, tuna or baby food.

Nothing changed in these markets — there was na-Cota glut or shift in demand for baby

food. The price variation is large, the productmdardized, and the stores nearby. Were the law
of one price to have empirical force, it should é&wun this situation, and it does not.

George Stigler (1961) found significant price viioa on what seem like quite standardized
items. So price variation has been with us foades.

A simply bizarre phenomenon is the pricing of catiered airline seats. Code-shares are flights
sold by one airline but operated by another carridrere are regularly substantial differences in
prices on these code shares. An important thingtierstand is that the seats being sold are the
same. McAfee and te Velde (2006) find 30% prideedences sustained for months, even on
American Airlines and Alaska Airlines, which shdmequent flyer miles on these flights as well.
Moreover, since the data comes from Orbitz pritdeschannel is the same, although the Orbitz
pricing may be a consequence of prices postedeaitline websites. There could be difference
in the values customers put on contracting witluiqular airline directly even beyond frequent
flyer miles — the ability to shift to alternativesght matter, for example, and by dreaming up
progressively more elaborate motivations, we migtiéed account for the substantial price
differences. The important point, however, is thatse price differences, on very similar items,
are a large and salient feature of the data, ahd nonor oddity.

One implication of empirical price variation is tletempts to understand the determinants of
price, as if price were the result of the intersgrof supply and demand, are doomed to fail
unless the attempts account for price variationm$ charge different prices for the same item
to different customers or at different times, amd variation is in fact predictable. These notes
are an attempt to organize relevant theories.

1.1:  Monopoly Pricing

How does a monopoly choose its price and quantiity@n a monopoly faces a demand curve;
price increases will be met with quantity decreases

As a practical matter, monopolies usually choosgeprand demand by customers dictates the
guantity sold. However, it is slightly convenigatformulate the problem in the reverse way,
with the monopoly choosing the quantity and theg@determined by demand; the basis for this
convenience is the fact that the cost depends antiy produced, not the price. L#ty) be the
demand price associated with quangityandc(q) be the cost of producirggy The monopoly’s
profits are
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n=p(q)g-c(q).

The monopoly earns the reverp(e)g and pays the cosfq). This leads to the first order
condition, for the profit-maximizing quantity,

on

0="2"
oq

= p(Qm) *+0m p’(qm) - Cl(qm) .

The termp(q) + gp'(q) is the familiar concept calledarginal revenue It is the derivative of
revenugoqg with respect to quantity. It is less than the @iip(q) + gp'(q) < p(q)) provided
demand slopes down and quantity is positive; a&ra gquantity, marginal revenue equals price.
A monopolist maximizes profit by choosing the quign,, which sets marginal revenue equals
marginal cost, and charges the ppég.). This maximizes profit because selling an exiré
produces incremental profit equal to the margieaenue, and costs the marginal cost; if
marginal revenue exceeds marginal cost, it is f@oié to sell an extra unit, while if marginal
revenue is less than marginal cost, it is proféablreduce sales.

MC

Pm

Monopoly
Profits ——iH

q
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Figure 1: Basic Monopoly Diagram

The basic monopoly diagram is provided in Figurelrhe important features of this figure are:
= marginal revenue lies below the demand curve
= the monopoly quantity equates marginal revenuenaardjinal cost
= the monopoly price is higher than the marginal cost
= there is a dead weight loss: the higher price eftlonopoly prevents some units
from being traded that are valued more highly ttiey cost
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= the monopoly profits from the increase in priced #&me monopoly profit is shaded

= the intersection of marginal cost and demand cpards to the competitive
outcome (since under competitive conditions supglyals marginal cost)

= the monopoly restricts output and charges a highee than would prevail under
competition.

The monopoly pricing formula can be re-arrangegrazluce an additional insight. First, recall
the elasticity of demand:

ez_d%_ % _—p(@)

d% T p’(% @ '@

Elasticity is not assumed constant but its depetelen quantity is suppressed for clarity. Re-
arranging the monopoly pricing formula,

P(Am) =€ (Adm) = —0mP'(dm)

and hence

P(dmy) —C'(dm) — " Om P'(dm) :}_
P(dm) P(dm) €

The left hand side of this equation is known aspitiee-cost margiror Lerner Index: The right
hand side is one over the elasticity of demands drmula relates the markup over marginal
cost embedded in the price to the elasticity of aledn Because perfect competition forces price
to marginal cost, this formula shows that the dsmmafrom perfect competition embodied in
proportion of the price which is the markup overgiaal cost is one over the elasticity. It is
sometimes called an example of an “inverse elagtiale,” although other formulae, and in
particular Ramsey pricing, go by that name.

Given free disposal, marginal cost will always lb@megative. If marginal cost is less than
zero, the least expensive way to produce a givamtijy is to produce more and dispose of the
unneeded units. Thus, the price-cost margin stlesn one, and as a resalthonopolist
produces in the elastic portion of demar@ne implication of this observation is that ihand

is everywhere inelastic (e.gp(q) = g2 for a>1), the optimal monopoly quantity is essentially

zero, and in any event would be no more than onecule of the product every millennium or
so.

The price-cost margin formula above can be re-gedno obtain:

1 Abba Lerner, 1903-1982.
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_E
P(An) =~ ¢ (Am).

Thus, a monopolist marks up marginal cost by tb&)fa%_l, and this a number exceeding

one, since a monopolist only produces at an eigsgceater than one. The formula has been
used to justify a “fixed markup policy,” which mesaa company adds a constant percentage
markup to its products. This is an ill-advisedipphot justified by the formula, because the
formula suggests a markup which depends on the mfoa the product in question and thus
not a fixed markup for all products a company piadu

A monopolist would like to charge customers withigh elasticity a lower price than customers

with a low elasticity. But how can the monopolyst®® That is the subject of the next two
chapters.
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2 Price Discrimination

Price discrimination entails charging distinct ausers distinct prices for a good or service.
Thus, a “matinee discount” or “early bird speciah’which a customer is offered a lower price
at a less desirable time,nst price discrimination. A student discount or semitizen’s
discount, in which the customer gets a discounteoctuse of the nature of the product but
based on the identity of the customer, is pricerdignation. A common euphemism for price
discrimination is “value-based pricing,” which meahe price is based on the value the
customer puts on the good, as opposed to beingertased on the cost.

Price discrimination comes in two major flavorsedt price discrimination, in which customers
are charged based on their identity or based ore sioservable characteristic of the customer,
and indirect price discrimination, in which mulepbffers are made to all customers who can
then choose the one they like best; if these offesalt in distinct prices per unit, price
discrimination has occurred. A quantity discounattisn’t based on costs is perhaps the most
common form of indirect price discriminatiénA quantity discount is price discrimination
because the customer who chooses to buy manypayssless per unit than the customer who
buys one unit. Newspaper coupons, which offesaalint to those who bring the coupon to the
store, also represent price discrimination, bectusg are available to all but only used by some.

There is a certain amount of ambiguity in the dgbn of price discrimination, most easily seen
with transported goods. Steel in Pittsburgh islitetally the same product as steel in Detroit,
nor would one expect the two goods to sell at #meesprice, especially if the steel were
produced in Pittsburgh and transported to Detridigévertheless, we may think about the seller
engaging in price discrimination if the price “betmill” differs, that is, if the price net of the
transportation cost differs between the two. tompetitive market, the price at the mill would
have to be the same, no matter what the finalrlgdn. Imagine fifty nearby mills; if the price
at the mill differs, all the mills would like to k&o the customers paying the highest price at the
mill, which would force equalization. Differentipes at the mill, then, is price discrimination.
In this case, we have extended the definition migpdiscrimination to cover the case where the
goods were the same at one time, even though tetasipn has rendered them distinct goods.

Price discrimination provides a rich theory for erstanding why prices in the marketplace
might show variability. Because distinct customeay different prices, there will not be a

single price at which the market transacts. Qut fivo chapters are devoted to this entertaining
topic.

2.1: Single Purchase

Each consumer demands a single unit, consumerargked on a continuum by their typelLet
the distribution of types big, and index types by their probabiligy¢F(t). Examples of types
include age, weight. The willingness to pay of@ett consumer ig(q), which is assumed

2 Direct and indirect price discrimination replabe tumbersome “degree” notation, in which
first degree was perfect price discrimination, secdegree was indirect price discrimination,
and third degree represents imperfect first degree discrimination. In this non-mnemonic
notation, second isn’t even between first and third
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monotone. Given that p is monotopas decreasing without loss of generality. Moraove
marginal costs can be subtracted frgnthis makes setting marginal cost to zero witHoss of
generality. The assumption thmis monotone is not without loss of generality hessaa
discriminating monopolist is going to price basedype, which is assumed to be observable;
the monotonicity op insures that conditioning on observable type is\wadent to conditioning
on unobservable value.

A non-discriminating monopolist eargg(q); let o maximize profits. A two price
discriminating monopolist earmmg p(a:) + (02- 91)p(gz) and abuse notation to gt andg, stand
for the maximizing arguments. Then

Theorem (Varian 1985): Quantity and welfare (surprofits and consumer surplus) are higher
under price discrimination.

Proof: Note that welfare depends only on quantitg tb the single good purchase by
consumers. Thus, it is sufficient to prove thamfity is not lower under price
discrimination. Suppose not, that is, suppmse go. Then p(qo) th > —p(Q2) qi. Profit
maximization for the non-discriminating monopolissuresp(do) o = p(0) . Add
these two inequalities to obtage)( do —a1) > p() (G2 —q1), which implies

P(da) dut P(do)( Go — ) > P(d) ch + P(G2) (G2 — ),

which contradicts profit maximization of the twdqe monopolist. Thusy, < qp leads to
a contradiction. Moreover, welfare is strictly hay if either of the optimizations are
strict. In particular, if the non discriminatingomopolist has a unique optimal quantity,
welfare is higher under discrimination. Q.E.D.

2.2. Sdling n Goods

This result suggests that price discriminatiomisriably a good thing, but that is not a general
result. Suppose there arenarkets, and demand is givenxpyp) in marketi where

P=(P4,--,Pn)-
= Zin:l(pi —mg)x; (p).

Marginal cosimcis assumed constant. A non-discriminating monspoharges a constant
pricepo in all n markets. (Demand might be interdependent bedhesemarkets represent
distinct goods sold by the same seller, or becatiaebitrage across markets. For example,
veterinary and human use of medicines has someetinairbitrage. Methyl-methacrylate is used
in both dental and industrial uses and historicelgerienced costly arbitrage. Identical goods
sold in many countries are also subject to limddatrage. The discriminating monopolist will
charge distinct priceg in the markets=1,...n.

Define the cross-price elasticity of substitution
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P dpjl

Let E be the matrix of elasticities. Note thapréferences can be expressed as the
maximization of a representative consumer, therctimsumer maximizegx)-px, which gives
FOC u'(x) =p, and thusu"(x)dx =dp .This shows that demarmdhas a symmetric derivative, a

fact used in the next development.

The first order condition for profit maximizatiomtails

o n 0X; n oX; n (pj —mo
O=—=x + P —mo)——=X + £ —mo—- = x;| 1+ —&j;
g =5t 2P TS EN D (P oo, = 2a o

Pi —mc

Let Li =

, and express the first order condition in a mdtrnnat:

0=1+EL, and thus =-E™*1. This generalizes the well-known one-good case of

where ¢ is the elasticity of demand (with a minus sighj.the one dimensional case, the
price/cost margin (aka the Lerner index) is thesnse of the elasticity. (Usually in the one
market case, the minus sign is incorporated intcethsticity definition.) In the market case,
the price/cost margins depend on the matrix ofieliss, but still have the simple inverse
elasticity form.

In the most frequently encountered version of mahppricing, demands are independent, in
which caseE is a diagonal matrix. The markets are then inddpet, and

The Robinson-Patman Act of 1933 amended the Claatbto make price discrimination illegal
when the product is sold to intermediaries, rathan final consumers. The prime target of the
act was A&P (the Great Atlantic and Pacific Tea @amy, which arguably invented the now
popular superstore or “category killer”). Doescprdiscrimination increase, or decrease,
welfare?

Theorem (Varian, 1985): The change in welfa/, when a monopolist goes from non-
discrimination to discrimination is given by
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Zinzl( pi —MOAX, < AW < (pg — mc)Zin:lei :

Proof: Letpo = pol, be the one-price monopoly price vector, arrépresent the prices of
the discriminating monopolist. Lgtbe the indirect utility function (consumer utiliag a
function of prices). The indirect utility functiae convex, and its derivative is demand
(Roy’s identity). Therefore,

X(Po)(Po —P) < V(P) —V(Po) < X(P)(Po —P)

The change in profits is
Att=x(p)(p — mcl) - x(po)1(pPy —~ M)

Since the change in welfare is the change in coesutiity plus the change in profits,
we have

X(Po)(Po —P)+ATIS AW < X(p)(po —Pp) +ATT
which combines witlAx=x(p)-X(po) to establish the theorem. Q.E.D.

This theorem has a powerful corollary. If priceaimination causes output to fall, then price
discrimination decreases welfare relative to theeabe of price discrimination. This result,
established by Schmalensee (1981) in a more restranvironment, has a simple proof for the
case of independent demands. Consider the cas® oharkets. Price discrimination’s effect
on welfare is composed of two terms — a changetal dutput, and a reallocation of the output
across markets. The re-allocation always has ativegmpact on welfare, because for any
given quantity, welfare is maximized by using agéenprice, because this single price equalizes
the marginal value of the good across markets.sTiice discrimination has a negative
reallocation effect; this can only be overcoménd guantity effect is positive, that is, price
discrimination induces a higher output.

Even in the simplest two-market case of linear deinarice discrimination may increase or
decrease welfare. To see this, first considecése where the one-price monopolist serves both
markets (Figure 2). In this case, it is straigiv@ard to show that the switch to price
discrimination leaves the total output unchangedhat the only effect is the reallocation, which
lowers welfare.

It is straightforward to construct cases where arelfrises under price discrimination. Even in
the two-market, linear demand case, if price dmsgration opens a new market that is otherwise
not served, welfare will rise. Indeed, in thiseggrice discrimination is a pareto improvement,
because the monopolist will leave price in the rataderved under no price discrimination
unchanged. That is, price discrimination lowelisgm the unserved market, while leaving
price in the market served under no price discratiam unchanged. This outcome is illustrated
in Figure 3.
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Market 1: Vertical striped area Market 2: Dotted area added
lost by price discrimination by discrimination

Figure 2: Welfareloss from re-allocation under price discrimination.

Market 1: Red line indicates no price Market 2: With price discrimination,
discrimination outcome. market 2 is served.

Figure 3: Welfare may rise when price discrimination opens new markets.
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2.3: Ramsey Pricing
How should a multi-product or multi-market monogblbe regulated? Ramsey investigated this
guestion. Ramsey pricing is the solution to thabjem of maximizing social welfare, subject to
a break-even constraint for a monopolist.
In particular, consider the problem

maxu(x)- c(xe1) s.t. pex —cel) = Th.

The symbok is the standard Euclidean dot product. This fdathen permits average costs to
be decreasing. Write the Lagrangian

A=u(X)—c(Xe)+A(pex—c(xeD))=uX)—pex+@+A)(pe*x—c(xe1)

The lagrangian termi has the interpretation that it is the marginatéase in welfare associated
with a decrease in firm profit. Using Roy’s identi

oN n axj n 0x;
O=—=Ax +(L+A —mo—==Ax + (L+A i —mog—-

o, X+ )EjzluoJ )api X+ ( )E,-=1(pl )aloj
pj—mC

Pj

sij'

n
=N QXD

Write the first order conditions in vector form,dbtain

—leEL
A+l

This equation solves for the general Ramsey poagien:
L=-2 g1g.
A+1

Note the similarity to monopoly pricing — the weHaoptimization problem has the same
structural form as the monopoly problem, and moeedlve monopoly outcome arises when
A - 0. Settingh = 0 maximizes total welfare and sets price equaharginal cost in all
industries. Such a pricing scheme will give tmenfnegative profits when average costs are
decreasing, because marginal cost is less thaaga/epsts.

In general, the Ramsey solution is a mixture ofgimad cost pricing and monopoly pricing.

That is, the Ramsey solution goes part of the Wwaynot all of the way, toward monopoly
pricing. Such a description is at best an appration, because elasticities are not constant
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along the path that connects marginal cost priaiitly monopoly pricing, but nevertheless,
Ramsey pricing generalizes both with a single fdamu

2.4: Arbitrage

Cross-price elasticities can be interpreted amnaemuence of arbitrage by individuals. This
arbitrage responds in a continuous way to pricegés, and thus obtains a “cost per unit” from

of arbitrage. For example, suppose leakage fraaw priced market to the high priced market
costsy(m), wheremis the size of the transfer. We let a positivendicate a transfer from

market 1 to market 2, and a negatinéhe reverse. The marginal cost of transfer ia tyiém).

The functiony is assumed convex, witfi(0) =  &hich insures that goods flow from the low
priced market to the high priced market. Finadlgnote the consumer demands in markets 1 and
2 aregh(py) andgy(pz). Values in the two markets are assumed indeperedeept for arbitrage
effects. The demands facing the sebgrin each market will satisfy:

P2 =Py =Y (M),
X1 = 0a(p1) + m, and

X2 = Qp(p2) —m.>

An interesting aspect of these equations is tredized demand is reconcilable with preferences
of a single consumer, because

o %
op; op

This equation insures that the analysis of theiptesvsection continues to hold. Thus, in
particular, arbitrage does not overturn the welfasallts already provided, nor does it influence
the inverse elasticity results, although the etégtis a complicated object. Arbitrage does,
however, invalidate the independent market model.

It is useful to define the elasticity of arbitragéh respect to price differentials as follows.n&
the value ofn satisfiesAp =y'(m ),the elasticity ofm with respect td\p is

_Opdm _y(m 1 _ y(m

T“map m oym mym

% There is a possibility that the solution involvespurchases in one of the market, if the price in
that market is sufficiently high. This possibiliyignored since it will never be part of the
profit-maximizing solution; it is always more prtEble to set the price slightly below the point
that extinguishes sales in one market.
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A large value of) means that arbitrage is easy, while a small vialeans that arbitrage is
difficult. In the extreme ag - 0, arbitrage becomes impossible. Becayi§®) = andyis

convex,y'(m)has the same sign asandn is positive.

It is also useful to recall the elasticities of dard that would prevail in the absence of arbitrage:

e =Pl (p)

q(p)

The profits of the seller can be expressed to abite the pric@,, which in the process
eliminates an implicit dependence mrand makes this dependence explicit.

=(p,—C)% +(p2 —C)X;
=(pr =) (g (py) +m) +(py +Y (M) —C)(Ga(py +Y (M) —m)

We can thus view profits as a functionpafandm, with p, determined by the equation
p, = pp+Y(mM). The first order conditions for profit maximizei are

0:%:CI1(p_L)+m+(p1_C)Q1’(p1)+Q2(p1)—m+(p2_C)qZ'(pz)

_ p.—C P, —C
= 1- 1-
Ch ( pl)( o0 51) + 0 ( pz)( 0 52]

2
and

on

0:%: BL == (Py+ V(M) =€) +Y'(M)((py) ~ M+ (pp — ) (p3))

==y (m) —my"(m) +y" (M) ( pz)(l- pzp— : Szj :

2

Thus,

P2=Ce _q L Y(MEmy(m) _, mpg,
P2 a(p2)  Y(M) eP!

Similarly,

* Note that this equation insures that all of gotsds2les cannot come from market 1, for then
= g, and the price-cost margin would be negativgy,ct ¢ < p;, which contradictsn = ¢, > 0.
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_Ph-c_|__ _Pp-c_|__y(m+my'(m) _ _
O ( p_l.)(l o 81) Q2(p2)(1 —p2 52) V() m(l+n),

SO

pl_Cz-:1=1+m(1+r]).
Py G

These rules come in the following form:

p—C :i(1+-[_'(1+ n)j ,
P &L G

wheret, is the flowout of marketi. Thus, the monopoly pricing markup formula isuestgd by

the following: the fraction of the local demandttAaws to the other market, which is negative

if there is an inflow, times 1 plus the elastiaifyoutflow with respect to the price differencen |
particular, the markup is increased when the flowut of the market (low price), and reduced
when the flow is into the market. Moreover, theesof this change is proportional to the inverse
of the market size. If the outflow is observahbel &s elasticity can be estimated, these formulas
are readily implemented in a real pricing probldagped by arbitrage.

A heuristic for pricing in the presence of gray kes or leakage across markets is to set
“optimal” prices for single markets, and then obseihe level of leakag®. One observation
isn’t sufficient to estimate the parametgrbut two points would permit an approximationhe t
responsiveness to price changes. Once these foamaifiit, the adjusted markups are readily
computed.

2.5. Preventing Arbitrage

Arbitrage generally limits the ability of selleis price discriminate, which gives sellers an
incentive to limit the ability of customers to eggan arbitrage. How can sellers limit arbitrage?

1. Services

If someone comes to your home, they can chargeymice based on your home's
location; you can't resell the service. Airlinekets are non-transferable, which prevents a spot
market and severely limits the opportunities ofeand-by passenger.

2. Warranties

A manufacturer may void the warranty if the gosdesold; this reduces the value of
resale. However, there are limits on the abilityJd5. manufacturers to void warranties in the
event of resale and many sellers choose to makemiaas transferable.
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3. Differentiating products

Brazil switched to ethanol for automotive fuekie 1970s. To prevent people from
drinking this, they added a little gasoline to thel. We will explore the ability of
manufacturers to differentiate products in Sec8ah.

4. Transportation costs

For heavy products, like timber, concrete, graart coal, where a major portion of the
costs are transportation costs, arbitrage is vwapgrsive. Gasoline refiners charge individual
gas stations distinct prices, a form of price disgration known as zone pricing. Arbitrage is
difficult or impossible because it would entail r@wing the gasoline from an underground
storage tank at one station and transportingantasther. Even if this were physically possible,
environmental concerns make it impractical.

5. Contracts

| get a free textbook provided | don't sell ithdve sold them anyway in the past; these
contracts may be expensive to enforce. Therearganies that specialize in shaving the
printed language "professor's desk copy" off tremlatext. Contracts are often used to limit
arbitrage by preventing the buyer obtaining the pige from re-selling.

6. Matching problem

No market for someone who needs what you can begx Airline tickets were an
example, in the 1980s, prior to the internet. &ample, passengers going one way and not
returning might buy a round trip fare and thenrafieto resell the return trip, but it was difficult
to find the person needing the reverse one-wayth Wie internet, finding such people is easier
but now tickets are non-transferable.

7. Government
U.S. forces the sale of agricultural productsitieent prices, with some nations (“most
favored nation”) enjoying reduced tariffs.

8. Quality

A company may offer different qualities to segitegae market. The high quality sells
to high value users, low quality sells to those wha't afford high quality. Such indirect price
discrimination is considered in Sections 3.3: ard.3
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3: Indirect Price Discrimination

Indirect price discrimination entails using custeoraeoice to accomplish price discrimination.
How does this work? Generally, a menu of price$ umantities is offered, and customers
choose which offering from the menu suits them.b@siat results in price discrimination
because different customers will rationally chodgerent bundles. Even though all consumers
had the same choice set, some choose the higler(par unit), though lower total cost.
Similarly, with coupons, some choose to pay thetoosts of finding and organizing coupons in
exchange for a discount, some do not. Coupons iwpKfering discounts to customers with a
low value of time, since those are the customers wili find coupons profitable. Provided
customers with a low value of time usually havatieely elastic demand, coupons indirectly
offer a discount to the desired target set.

3.1: TheTwo TypeModel

In the two type case, assume there is a consunfer low type, with valuey (q) for quantityq,
and H, for high type, with valuey(q). Both value nothing at zero, sp(®)=v4(0)=0. The high
type is assumed to have higher demand for eveniymguantityg>0:

1) vy(@)=v(9).

The monopolist offers two quantities gnd g at pricesR_ andRy, respectively, targeted to the
consumers L and H. In order for consumers to amgreeirchase, two conditions known as
individual rationality conditions must be satisfied

(IR) v (ap)-R
(IRH)  Vh(gH)-Ra 2 0.

Note that, rather than offer a plan in which thastomers don't participate, the monopolist could
just as well offer §,R=(0,0) and get the same outcome, in which cage Hatisfied. In

addition, the monopolist must offer plans conseddo that L choosegq. (R.) and type H
choosesdy,R4). The conditions governing these plans are cafieentive compatibility
conditions and are mathematically formulated a®ve.

(IC)  vi(au)-R. =i (gn)-R4

(ICH)  VH (Qn)-R4 = v (qu)-Re.

The condition (IC) merely states that the utility the L consumesdeim purchasing the L plan

is at least as great as if the L consumer purchtased plan. Note that, if the monopolist had
designed the plan so that the L consumer choserthase the H plan, he could have just as well
offered the H plan to the L consumer in the fidsicp, so that ICwould hold. Thus, ICcan be
considered a constraint on the monopolist, andtisonrt loss of generality. The JGonstraint

is analogous.
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The monopolist is assumed to have a constant nargast ¢, and to maximize profit
RL+RH -c(q, + gy)-

The analysis of the monopolist's behavior is pentxt by a series of claims, which will simplify
the problem until a solution is obvious.

Claim 1: q < Q.

Proof: Rearrange ICand IG; to obtain
VH (A4 )-vi (AL)2 Ra-Re2 vi(ay )-vi(ay).
This gives

Ay ay
[ Vi@ da=viy (@) = vis(@) = vi(aw) ~vi@) = [vi@ da,
ac a.

or,

ay
[ vi@- vi@ daz o,
a.

from which (1) proves the claim.

Claim 2: IRy can be ignored. That is, §&nd IR imply IRy.

Proof: Using first IG then IR, note that

a. a.
Vi (@) R 2V @ )-RU= [ Vi (@ da-R 2 [ Vi (@da-Ru= vy (a) ~ RL20.
0 0

Thus, if IG; and IR are satisfied, then [Ris automatically satisfied, and can be ignored.
Claim 3: 1G, is satisfied with equality at the monopolist's girofaximization.

Proof: Suppose not. Then the monopolist can iseRa up to the point where ICis

satisfied with equality, without violating either IRr IC_. Since this increases revenue,

the monopolist would do so, contradicting the asgionghat the monopolist had
maximized profit.
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Claim 4: 1G is redundant given.cg Q.

Proof: This follows from the fact that |ds satisfied with equality, so the quantity regioic
(see Claim 1) gives

RH -RL=VH (qH )~ VH (qL) 2 VL(qH )'VL(qL)
which implies IG.
Claim 5: IR holds with equality.

Proof: Otherwise the monopolist could raise bRtlandRy by the same amount, without
violating the constraints.

Claims 3 and 4 let us express the monopolist’sativge function in terms of the quantities,
merely by using the constraints that hold with eiqyalThat is,

RL+ Ry - c(gu+am) = 2vi(a) + Vi(ar) - vi(an) - c(autam).
This gives the first order conditions

0=vy(ay)-c
and

0=2v; (q.) -vy(aL) -c

The second equation may not be satisfiable, afacinif the demand of the high type is twice or
more the demand of the low type, thatvg,(q) > 2v| (g), then the monopolist's optimal
guantityq. is 0, and the low type is shut out of the market.

We can deduce the following insights from these #gaos and the IR and IC constraints.

1. The high type gets the "efficient” quantity (itlee quantity that a benevolent social
planner would award him.

2. The low type gets strictly less than the effitiguantity.

3. The high type has a positive consumer surpthad,i$,v4(gu)-R4>0, unlesgy. =0.

4. The low type gets zero consumer surplus.

How general are the insights generated from this iottas a straightforward extension to

have unequal numbers of the two types. But two tyisel is special, and the next section
explores a monopolist facing infinitely many types.
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3.2z TheContinuum Model
Suppose consumers have utilfyg,t) - p, where t is the type in [0,1] with densf(y), g is
guantity andp is the payment made. The monopolist will placggregate charge(q) for the
purchase ofl. What should the schedule of prid¥s) look like?
Define the shadow prige(q,t) = v4(q,t), which gives the demand curve of the type
Assumep(q,t) > 0, that is, higher types have higher demanuaid tlaatv(0,t) = O.

We will look for a functiong*(t) so that a typéagent purchaseg(t). Any candidate function
g(t) must satisfy

(IC)  v(a(s).)-R(q(s)) = W(a(b).t) - R(q(t)) = (t)

yielding the first order condition
vg(a(t).t) - R(q(t)) = 0.
and thus, by the envelope theorem,
m(t) = v (a(t).b).
As before, the individual rationality constraint vegs

(IR)  T(1)=0.

q q
However, sincetis non-decreasing (a8(q,t) =j\,qt (x,t)dx=I p (x,t)dx=0), IR is equivalent to
0

0

1(0)20.

Therefore,

1 1 1
j )  (t)dt= - 1t)(1- F(t)) | " j T (t)(1- F (1))t
0 0 o0

= 71(0) + [ v, (a(t), )L~ F (t)dt

Consequently, the monopolist's profit can be exxag®s:
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1 1
[ Rea@) ~cawn f 0dt= [ (v@@.0 -0 ~cav) f
0 0

1

= -(0) + j (v(q(t),t) -

0

1- F(t)
f(t)

ve (q(D). 1) - CQ(t)J f(t)dt.

Because of IR, the monopolist will S&§0D)=0; otherwise he charge all buyers the additional
amountrq0), increasing his profit and still satisfying #Rd IC. Maximizing point-wise gives:

1-F(t)

@ pla*®.H-— 0

P (g* (t),t)—c=0.

Lemma (Necessity and Sufficiency): The IC constraoits if and only if the first order
condition for the buyer's maximization holds anid non-decreasing.

Proof: Letu(s,9=v(q(s),t) - R(q(s)), which is what a typeagent gets if he buys the
guantity slated for typs. Then IC can be written

u(s;t) < u(t,t).
Denote partial derivatives with subscripts. Necebsgari(t,t)=0 andu;1(t,t)<0. Totally

differentiating the first gives4(t,t) + uio(t,t)=0, so the second order condition can be
rewrittenu;»(t,t)=0. Therefore, necessarily,

0<veda®),) g’ (1),

which forcesg non-decreasing, sinag=p:>0. Now turn to sufficiency. Note that,dfis
non-decreasing, than, is everywhere nonnegative. Thus, $et, ui(s,?) < ui(s,9 =0,
and fors>t, ui(s,) = uy(s,9 = 0. Thusyu is increasing irs for s<t, and decreasing mfor
s>t, and therefore is maximized as=t, and IC holds. Q.E.D.

Thus,g*(t) = 0 is both necessary and sufficient for the solutm
R(a*(1)) = p(a*(1).0)
R(9*(0)) = v(a*(0),0)

to maximize the monopolist's profit, wheageis given by (2). This defines the optimal R.

Observations:
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(2) The highest type consumer gets the efficiemingjty, in that pricep(q*(1),1) =c, which
is marginal cost

(2) Those with greater demand (higg) sincgx>0) obtain at least as much of the good, and
sometimes more, than those with lower demand.

3) All agents except the highest type get less tharefficient quantity

This follows fromp(g*(t),t) - c :1_f—|(:t)(t) P (g* (t),1) >0,

since

q
Vi (Q,t) = jvqt(r,t)dr > 0.
0

4) If the optimal quantity is decreasing in sonegghborhood, then a flat spot results from
the optimization and an interval of types are wdatqually. This is called pooling.

The monopolist's solution may be implemented uaingnlinear price schedule. Under some
circumstances, it may be implemented using a métinear price schedules, that is, offering
lower marginal costs, at a higher fixed cost, muké phone companies do.

The solution can be interpreted according to thstelity formula already given. Let
y =1-F(t) represent the number of consumers willing to gflyat pricep(q(t),t). Note that

9 log(p(art)
p(a).0) ~¢ _1-F(®) p(@®.) _ o D1
P O PEDD  _ 9000 ry PO

ot y dp

Thus, we have the usual inverse elasticity rulélingl even in the case of price discrimination
with a continuum of types.

3.3:  Quality Premia
We have a quality premium model without doing argrky by merely reinterpreting the two tye
guantity discounts model of section 3.1:. Supphsemonopolist faces two types of consumers,
L and H. The monopolist has at his disposal aearfgjualities to offer. Both types value
higher quality more, but the H type values an iaseein quality more than the L type, that is,
v| () <vy (9). In this case, the monopolist will offer two qui@s, one high and one low. The
high quality good will be efficient, i.e. sets thmarginal value of quality to the marginal cost.

The low quality, however, will be worse than eféiot. That is, the monopolist will intentionally
make the low quality good worse, so as to be abtdharge more for the high quality good.
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The case where=0 is especially interesting, because this is #s&¢n which quality is free, say,
up to an upper bound. One can imagine that the monopolist only produm® good, and, at

no cost, can make it lower quality, say, by hittingsith a hammer. In this case, the monopolist
will still offer two qualities, that is, the monolxt will intentionally damage a portion of the
goods he sells, so as to be able to segment tHeemadt is worth thinking about whether this is
what goes on at outlet malls and stores like SandsThe Price Club. Manufacturers create
inconvenient sizes of products, or locate outletdistant (although not necessary less expensive)
locations, in order to be able to charge lesséanbre price sensitive segment of their market.

It is a straightforward exercise to adapt the tygetmodel so that it is more costly to offer lower
quality, that is, the manufacturer has to takexastiag product and pay to have it damaged. The
only thing that is needed is to replace the c@gttqy) with ¢ (q.) + ca(gy), wherec, >cy. In

this case, the manufacturer may still offer the tpvality, that is, pay extra to have some of the
goods damaged. The objective of this action istme, that is, to deter the high demand types
from buying the low quality, by reducing the lowaljty below efficient levels. A more

thorough discussion of damaged goods is contaiméuki next section.

3.4. Damaged Goods

Manufacturers intentionally damage some of the petslthey sell to make them less useful, so
that they can be sold as a discount. For exaraf@&turday night stay-over restriction, which is
used by airlines to justify discounts on seatssdu# prevent travel at peak times, but instead
merely hampers the ability of a traveler to setetbutbound and return flight at the times they
might desire. This injures the product for somstemers more than for others, which permits
the airline to charge more for the fare with nohstestriction, even when the same seats are
occupied.

ATl
ieooeo I
ﬁooooﬂ

24
=3
29

Figure 4. Hacked Remote Control of the DV740U (Courtesy of Area 450). Note extra button in upper right
hand corner.

Figure 4 illustrates a damaged product. In theecthe product is a DVD player, where a useful
function was suppressed in one version of the prololythe artifice of hiding the button that
would evoke it, and an industrious user has cule im the top of the remote to access the
button. (See McAfee (2006) for details.)

To develop a theory of damaged products, conslaesituation where customers who value a
good atv value the damaged goodMdt), whereA(0)=0, A is increasing, and’' <1. These

McAfee: Pricing, Page 21, 7/15/2007



assumptions seem reasonable for many situatiahsuglh don’t cover cases where high value
customers would rather have nothing than the dachpgeduct.

Suppose the price of the high quality produgiqsnd the price of the low quality producipis
<puy. Consumers with value<x, will buy nothing, consumers with valuxe<v<xy will buy the
low quality product, and consumers witkxy will buy the high quality product. These values
satisfy

PL=A(X),

and
Xy ~A(X4) =Py ~ PL-

Let F be the distribution of valuations, and supposentilaeginal cost of production is constant at
c. We can express profits as

= 1-F(xy))(Py —©) +(F(xy) —F(X))(pL —©)
=@-F(xy))(Py —0) +[(A-F(x )~ @A=F(xy))I(p. —©)
=@-Fxg )Py = pL) + @A=F(x.))(p. —©)
=@=-F (g ) (X4 —A(Xy)) + A= F ) (X ) —©).

It is useful to take a digression to consider whatginal revenue is for this structure. We have
two separate marginal revenues: the marginal revé@nthe regular good and the marginal
revenue for the low quality good, and we will assumoth are decreasing in quantity. The
marginal revenue for the main good is the deriwatif’total revenue with respect to quantity,
which in our notation is

d d

A AT (O Tt T )

Sq i(l—F(p)) - f(p) f(p)
p dp

MRy =

Recalling that marginal revenue is decreasing emgjty if and only if it is increasing in price,

decreasing marginal revenue is tantamount to awm%% is increasing in price.
p
Similarly, the quantity demanded of the crimpeddjosere the regular good not for sale, is

given by 1 -F(A"}(p)) for pricep; the marginal revenue for the crimped product is

d d -1 )
Y og %pa-For

MRL:dppq:dpp(l PO o (p)+ - F(p)
dq d . - -l 1
A RO F PN (p)
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_@-FAH(p))
fA(p))

NAH(p).

SinceA is increasing, marginal revenue for the low gyadivbod is decreasing if and only if

A(p) - 1-F(p) A'(p) is increasing.
f(p)
The main theorem, proved in McAfee (2006), dematst that if)\(v) ¢ is increasing for all
V —
-1 - . . A(V)-cC .
v= A ~(c), then it is unprofitable to offer the crimped godd contrast, if is

v-C
decreasing around the monopoly price for the regydad, is decreasing, then it does pay to
offer the crimped good. The results are independetite distributiorF beyond the requirement
that the marginal revenues are decreasing. TwbBgehis is true, note tha)t\(v)i_C is

v—-C
increasing Wher(v - c))\'(v) - (A(v)=c)>0. Then

MR.(A(p)) —c=0

it and only it A(p) —c—~- Py (m =0

f(p)
it and only if AP/ =€ _ 1= F(p)
A'(p) f(p)
if and only if MRy —c = p—%—c: p_c_)\i?()p—)c _ A.(lp)(P‘C—?\(p)—c)>0.

Thus, at the price at whidiR_ = ¢, MRy > 0, which means that it is profitable to havewadr
price onH than the quality adjusted price bn But this kills the market for low quality goods.
Another way to view this result is that, at the mpaly price forH, the marginal revenue dnis
negative, so that there are no saleks.oConversely, wheF%\L;C is decreasing at the

V —
monopoly price oH, the marginal revenue dnis positive, so that it pays to sell a bit more of
the low quality good. Thus offering both produist®ptimal.

A(V)—cC
v-C
crimped product relatively more than low value agnsrs, so offering a crimped version

The results make intuitive sense. W is increasing, high value consumers value the

, . . A(V)—cC . .
doesn’t work very well as a price discriminatiooltoln contrast, WhelqL is decreasing,
v—-C
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high value customers don't like the crimped versieny much, so it can be sold to low value
types without much of a price cut to high valuetooters.

In addition, it is readily proved that the “ide@amage to the good offers very high value to low
value customers and low value to high value custsme (x, ) = X, =A(Xy). Thus, the trick

to crimping products is to crimp only the partstthigh value customers want and not the part
that low value customers want.

The feature removed using the Sharp remote cowaslthe ability to play European DVDs and
output the signal to a US television. Was thism@sthle feature to remove? Probably, because
people who have both European DVDs and US telawsiohich are incompatible, are probably
world travelers, and have relatively high incomed willingness to pay. On the other hand,
most regular customers would never use the feature.

In contrast, Sony’s minidiscs came in two versid@minute and 74 minute. These differed by
software instructions that prohibited writing orrtpaf the disc. (McAfee and Deneckere, 1996.)
Was this a profitable crimping strategy? Probatdi, because most customers would likely
value the discs approximately proportional to themgth, which makes linear, which in turn

implies thatM is increasing. In this situation, the crimpeddurct is not profitable to
v—cC
offer.
3.5 Tieins

"Buy a suit and get an electric drill."
-Detroit TV Ad, 1981

"Shoe: Buy one, get one free".
-South Carolina Billboard, 1987

Tie-ins arise whenever a manufacturer requireptinehase of one product in order to purchase
another product. Thus, if an automobile manufacttequired you to use their parts when you
had the car serviced, a tie-in would have occurred.

Reasons for Tie-ins

1. Lower Cost

Tie-ins may be lower cost because they save onggatls — e.g. left and right shoes might as
well be sold in the same box, which saves not onlgardboard but on organization and mis-
matched shoes. For this reason, cars come wath aind radios and the like. In addition, tie-ins
may save on sorting costs; the most famous exaimpi®bably de Beers, which sells similar
grade diamonds in a package that can’t be splitagasimilar phenomenon probably accounts
for potatoes, oranges and the like sold in packaggeocery stores.

2. Evade price controls

Bundling a price-controlled good with an uncontdligood can help circumvent price controls,
although regulators usually see through such eetifi
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3. Offer Secret Price Cuts
Firms in a cartel may want to lower price withdug¢it competitors knowing; by bundling a good
with another good, it is possible to conceal aguaat.

4. Assure Quality

Kodak tried to sell film with development includedhich prevents consumers from blaming
Kodak for bad film development by a third party;d&k was prevented by an antitrust suit from
engaging in this practice, which was viewed bydbert as an attempt to extend monopoly
power in film into film development.

5. Price Discriminate

The general idea is to tie a product with a vasaldlume to another product, and use the
variable volume product to charge heavy users lagnigrice. This is sometimes known as a
Gillette strategy, after their famous practice @lfisg razors cheaply and making profits on
blades. That way, a consumer who uses the rafreqgirently or is just testing it doesn’t pay
much, while a consumer who uses it a lot pays.aTbis was IBM’s strategy with business
machines and punch cards; IBM rented the machimegensively (relative to cost) and then
charged a lot — more than ten times cost — forscakkavy users, who are probably the high
value users, used a lot of cards and thus paitiradee.

The courts enjoined IBM from this practice, andréhare a series of ruling that have a common
theme: once a product has been purchased, the attumgr loses control, and can't force a
consumer to do anything with it. For example, aafacturer can't condition a warranty on the
use of the manufacturer's parts if other partgjobéquality are available. The manufacturer can
condition the warranty on the use of parts of adégjquality. If your car engine blows up
because you put a bad water pump from another raaetuér on it, then this can void the
warranty. If you can show, however, that the watenp was of equal or better quality than the
original car manufacturer's pump, then your wasravitl still be valid.

Many of the lawsuits concerning tie-ins are betwianchisees and franchisors, and concern
whether a franchisee has to by the franchisor'dyms (e.g. does a McDonald's franchise have
to buy the napkins and coffee stirrers sold byMle®onald's corporation?). This occurs
because of the main things a franchise offersniateonwide quality standard. Thus, people go
into McDonald's when travelling in California besauhey are familiar with the quality in
Texas, and expect that quality to be the sameindinidual franchise, however, often has an
incentive to cut quality (e.g. filthy bathrooms)chese it saves on costs, and most of the impact
is felt by other outlets (e.g. a McDonald's onmtelistate highway gets little repeat business, so
it loses few customers because of low quality,daaple who do go there are less likely to go
into other McDonalds. For this reason, McDongbdikces the quality very carefully). This is
only half of the story. The franchisor has an imoee, once the business is not growing rapidly,
to try to increase the prices of inputs to the drasees, who have sunk a large investment in the
business and are unlikely to go bankrupt becaus@ @fput price increase. Thus, once the
business has become mature, a franchisor thatresgihie use of its own inputs might raise the
price to the franchisees. So the lawsuits usualiplve on (i) is the franchisee trying to cut
quality by using cheaper inputs than the franctgsmwn brand, or (ii) is the franchisor
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overcharging for the inputs? In most of these €aseperts are brought in to compare the
quality of the franchisor's product and the comquebrand that the franchise wants to buy.

Generally, a franchisor has the right to insiseaninimum quality, but does not have the right
to insist on the use of its own products, if praduaf equal quality are available.

Bundling, on the other hand, is generally legabwidver, offering a lower price for two products
together than the sum of the individual priceslecaimixed bundling (pure bundling is when you
don't offer the two products separately as weihasbundle, e.g. they don't sell new cars
without tires, so cars + tires are pure bundling,they do sell new cars without radios, new cars
with radios, and radios, so cars + radios are mbwadlling), can be illegal if it is found to be
price discrimination (see Robinson-Patman Act).

It turns out that, under reasonable specificatmfi@references, a monopolist always prefers
mixed bundling to no bundling, that is, the monagtalill always set a price for the bundle
lower than the sum of the individual prices, asslvew in the next subsection.

3.6; Bundling

Former long distance company AT&T reported that ohthe most effective marketing tools
that it used to sell long distance telephony wdseount available with an oil change at Jiffy
Lube (McAfee, 2002). This is a peculiar discolrgcause oil changes seemingly have little to
do with telephony. The remarkable fact is thatadlists for the combined purchase of unrelated
products are in fact profitable for sellers. Thast was illustrated by a numerical example in
Adams and Yellen (1976) and proved in general byAfde, McMillan and Whinston (1989).

To see why bundling is generally profitable, coesitivo goods, labeled 1 and 2. Any given
consumer has a valwe for good 1 ands, for good 2, and the value of consuming both i flas
sum of the individual values. In this formulatimmnsumers buy at most one unit of each good.
This makes the values enter utility independenttyaddition, we assume the distribution of
consumer valuations for the two goods is independ€&hus, ifV; is the random variable
representing the value of gogdve have

Prob{Visv; & Vosvo}=F1(v1)F2(v2)

To simplify the analysis, it is useful to assume tlumulative distribution functiorig have
continuous densities with support that is an interval.

Given pricegy: andp, for goods 1 and 2 respectively, and a pggéor purchasing both, a
consumer with valueg andv, has a choice of purchasing nothing, purchasinglyt, o
purchasing 2 only, or purchasing the bundle. Pphogluces the following utilities

The consumer buys good 1 whare py, vi —p1= Vo —p2, andv; —p1 = v+, —pg. For the case
whenpg < p; + P2, the various purchase regions are illustratedgnré 5. The consumer
preferring good 1 to buying the bundle satisfies p; = vi+v, —pg Or pg —p1 = V2, Which
automatically insurep; = v, since by hypothesip, = ps —p1. Thus, the “Buy Good 1 Only”
region is determined by the two conditions p; andpg —p1 = V», both straight lines illustrated
in the figure. The other cases require similatifigation.
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Action Utility
Buy Nothing| O

Buy Good 1 | vi —p1
Buy Good 2 | v, —
Buy Both Vi+Vo —Pg

Figure 5 shows that a firm with constant margirets profit of offering the pricegs;, p. and
Ps, With pg < p1 + p2, is

mt=(p; — )L~ F(p))F2(Pe = P1) + (P2 — )AL - Fa(p2))Fi(Ps — P2)

Py
+(pg =€ —Cp) J f1()@ = Fy(pg = X))dx+ L= F(p1))A - F2(pg = p1))
P~ P2

V2

Pet...

Buy-Good 2
Buy Both
P2 I :
Buy Nothing
Buy-Good 1
Vi

P1

Figure5: Optimal Consumer Choice
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To see if bundling is profitable, we hypothesmge= p; + p. — € for a smalk>0, andp; andp, set
to maximize profit. In this case,

Tt=(p; —C)A - Fi(p))Fa(p2 =€) + (P2 =€)~ Fo(p2)) Fi(py —€))

Py
+(pp+p—-€-¢ ‘Cz)[ J f1(0)@=Fo(py + py —€ = x))dx+ Q= F(py)) L= Fa(py ‘8))]

pp—€

=(P-c)

Py
@-Fi(p) +{ [ 100@-Fatp+ po - x))dxﬂ

P1—¢€

P2
+(p2 - Cz){(l— Fo(p2)) J{ j fo()Q—F(py + py—€- X))dxﬂ

P2 —¢€

P1
- 8{ j fi ()@= Fa(py + p2 €= Xx))dx+ 1= Fy(p)) (A~ Fa(p2 _8))J

P —¢€
Thus,

%“ = (P~ ) fu (P~ Fa(p2)) + (P2 =€) f2(p2)(L— Fi(py))
€=0

= @-F(p))A-F2(p2))

It is straightforward to establish that the profizximizing level ofp; andp; entail

= :_n = (pr—¢) f1 (P - F2(p2)) — A= Fa(p))(L - F2(p2))
Py €=0
and
= aa_n =(p, =) fo(Po)A-Fi(py) — - F(p))A-Fo(py)).
P2l¢=g
Thus,
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d

a—n‘ =(p.—<) fi(p)@A-Fa(py2)) >0.
€le=0

That is, a small reduction in the price of the Hentlelow the sum of the component prices,
increases profits.

Why is bundling profitable, even though the goodsumnrelated to each other? Bundling makes
a price reduction do double-duty. A reduction loa price of the bundle encourages customers
who are buying good 1 and are on the margin ofrigugiood 2 to buy both goods, but at the cost
of a price reduction for those buying both goodikis is an effect exactly equal to the effect of a
reduction in the price of good 2 for the set of peovho have a high value of good 1, which is
the same effect as a reduction in the price of ghatlie to independence of goods 1 and 2.
Thus, to the first order, this effect is zero. Buaddition, the reduction in the price of the
bundle also encourages the customers on the mairimying good 1 to buy good 1. Since we
have already accounted for the price reductiomdse not on the margin, these extra sales are
pure profit!

Thus, it is always profitable to engage in bundligrbitrary unrelated items like Jiffy Lube
and AT&T long distance.
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4: Peak Load Pricing

Consider a firm that experiences two kinds of cesascapacity cost and a marginal cost. How
should capacity be priced? This issue is applectdb wide variety of industries, including
pipelines, airlines, telephone networks, constamgtelectricity, highways, and the internet.

We start our investigation with a consideratioraaompetitive industry. In this case, a very
large number of firms each bring a small amourdapfacity to the market. A firm incurs a
capacity charge (fixed cogt)and a marginal costc.  All firms supply, unless that would drive
prices belowmcg that is, the supply is either the entire capagitthe quantity that makes price
equal to marginal cost. This is the usual textbomkpetitive supply, because average variable
cost is by hypothesis equal to marginal cost.

Let the price realized in the market come in thenfp(Q, s), whereQ is the total quantity
supplied andg is the state of nature that will determine the dedh A firm’s profits are

= Esmax{0, p(Q,s)-mg - S

Free entry entails zero profits, and thus the cditipe quantity is that quantity that makes
Es max{0, p(Q,s) —mg = S. Note that there must be a positive probabihgtthe industry is
capacity constrained, and it is during these canstd times that a competitive industry recoups

its capacity costs; when the industry has adequagiacity to set price equal to marginal cost, it
covers its variable costs but loses money overall.

Is this competitive solution efficient? The answécourse yes; there are no interferences to the
market efficiency such as externalities, publicdmdaxes, asymmetries of information or
monopoly. To see the efficiency of the industiytenthat the gains from trade from sellig)

in statesis

a(s) a(s)
W =Eq | p(x,9)dx- B max{q(s)} - meq(s) = Es [(p(x.5) ~mgdx- B max{q(s)}
0 0
Let Q =max{q(s)}, and note that, as part of the maximizatiomMbif q(s) < Q, then
S

dw
d_ = p(q,s) —mc.
q

Thus, we obtain that maximizing W entgi|(s),s)=mcwheneven(s) < Q, and thus that either
p(g(s),s)=mcor q(s)=Q. This allows us to rewrité/ as

a(s) Q
W = Eq j (p(x,5) —md)dx— B max{q(s)} = Eq j max{0, p(x,s) - madx—- 3 Q
0 S 0
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Thus, the condition that characterizes the socgdfigient capacity is

_dwW_ -mg -
0_OIQ E, max{0, p(Q,s)-mg - S,

which is precisely the quantity supplied by a cotiipe industry.

Probably the main thing to understand about thepatitive peak load environment is that
efficiency and competition entail a positive prottigpoof binding capacity. This is important to
understand because regulators and reporters frégappear to misunderstand that occasionally
binding capacity is a natural part of a well-funaing marketplace, instead attributing binding
capacity to monopoly, collusion or regulatory ingéncy.

4.1: Two-Period Peak Load Pricing

The basic peak-load pricing problem, pioneered layddl Boiteaux, considers two periods. The
firm’s profits are given by

U= p0y + Po0p —B max{ay, gy} —mda; +0y) .

Prices equal to marginal costs are not sustainbbliguse a firm selling with price equal to
marginal cost would not earn a return on the capaand thus would lose money and go out of
business. A capacity charge is necessary. Tastigm of peak load pricing is where the
capacity charge should be allocated.

Demands are ordinarily assumed independent, baitdimeither a good assumption nor a
necessary one. Our previous analysis suggestshesolution will change, however, and so |
will stick with independent demands for simplicity.

Social welfare is
o] *7)

W = [ py(9cbct [ po (0B max{ay, @z} ~ melcy + ).
0 0

The Ramsey problem is to maximize W subject toadifprondition. As always, write the
Lagrangian

L=W+ATL
Therefore,
oL '
0= S = P1l) ~Blazq, - oA Py (ag) + By (@) =B, -0
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Or,

Pi(%) ~Bly=q, —MC_ A 1
o] A+lg

Where]ﬂllzqz is the characteristic function of the eveg gp.

Similarly,

pZ(QZ)_qulsqz_mC: Al
P2 A+le,

Note as before that- « yields the monopoly solution.

There are two potential types of solution. Letdleenand for good 1 exceed the demand for
good 2. Eithen;> g, or the two are equal.

Case 1g;> .

Pu(@)-B-mc_ A 1 Pa(Gp)-mc_ A 1

o A+lg o A+le,

In case 1, with all of the capacity charge allodategood 1, quantity for good 1 still exceeds
guantity for good 2. Thus, the peak period fordjdédas an extreme peak. In contrast, case 2
arises when assigning the capacity charge to gomould reverse the peak — assigning all of the
capacity charge to good 1 would make period 2 dakp

Case 201= (.

An increase in output in either market requiregacity increase, while a decrease in either
market does not. The first order conditions becamgualities, of the form

o< Pi@-mc_ A 1 _B g P2(dr)-mc_ A 1 _B

P A+le;  py P2 A+le,  p;

These must solve gi= g,=q. The profit equation can be written

p1(Q) - mc+ p2(q) —mc=

This equation shows that the capacity charge ireghacross the two markets proportional to the
inverse demand.
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This theory represents two substantial simplifmas two periods and predictable demands.
While stochastic demands present substantial codtigle, handling more than two periods is
straightforward and is considered next.

4.2: Multiperiod Peakload Pricing

Suppose there aremarkets, and demand is givenxyp) in marketi wherep=(py,...,pn). The
peak load pricing problem is generally identifigdabcost function of 1) — 3 max {x(p)}, but
we will consider a general cost functiofx). Profits are given by

=" pixi(p) = c(X) =pe X - c(x).
As before, define the cross-price elasticity ofsitbtion

L _Pidx
"% dpj

and letE be the matrix of elasticities. We maintain thewssption that demandarises from a
utility function and thus has a symmetric derivativl he regulatory pricing problem, which as
before will subsume both the monopoly pricing pevbland the socially efficient solution, is to
Consider the problem

maxu(x)- ¢(x) s.t. pex — ciK) = .

The symbok is the standard Euclidean dot product. This fdation permits average costs to
be decreasing. Write the Lagrangian

A =u(x) —c(x) +A(p+ x—c(x)) =u(x) =p+ x+ 1+ A)(p * x = ¢(x))

oc() , and letL; =Pi7G

i Pi
The lagrangian termh has the interpretation that it is the marginatéase in welfare associated
with a decrease in firm profit. Using Roy’s identi

Denote partial derivatives by subscripts(x) =

X oX:
=ap - AR o) = A+ AL (0 5

I
Pi ~C
Pj

= /1Xi + (l+ /1)Xi Z?:l gij .
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Writing the first order conditions in vector fornve obtain the same general Ramsey price
solution:

L=-r g4,
A+l

Two complexities are added through the fact theinbodies peak-load pricing. First, there may
be a kink in costs, and hence a discontinuity imgimal costs, around any set of prices in which
two periods have the same quantity that is maxowal all periods. This problem is readily
handled by precisely the same means as the twodoeaise, using inequalities. Second, there
could be several periods, all of which are peakogerand hence share the capacity cost among
them. A computational strategy for addressingsé@nd complexity is to assign all of the
capacity charge to the highest demand periodjsfghoduces a reversal (quantity below the
peak demand of other periods), force the highestlaa second highest to have the same
guantity and assign the entire capacity chargetb bf these periods. If the third highest now
becomes the peak because the two highest havgea taarginal cost and hence a larger price,
force the top three periods to have the same gyaatid so on.

The problem of random peaks is a much more chatigngroblem than the problem of multiple
periods with predictable demand. There are sedgsthct problems in this category. First,
unpredictable demand could mean demand that warieghe state of nature, as arose in the
competitive model that began this section. Fongla, demand for electricity is higher on hot
days as people turn on their air conditionerscdntrast, the demand for airline seats fluctuates
not only because individuals may demand more trianehlso because the set of individuals
demanding seats evolves over time in a randomdashrhe latter problem is much more
challenging than the former because a firm canaotract with the potential buyers in advance.
When demand fluctuates but the set of consumedeigifiable, a firm might contract in
advance, determining the quantity each consumeragea function of the state of nature that
arises.

4.3.  Priority Pricing

The peak load problem is essentially a cost aliongiroblem. It has an efficiency aspect, in
that pricing matters to relative demand, but tlifatiency aspect is incorporated in a familiar
way, using inverse elasticities. The priority prgeproblem introduced by Robert Wilson has a
superficial similarity to the peak load problem kem capacity is reached, who should be
rationed? Implicitly, the peak load formulationghes a spot market, so that each market is
rationed efficiently. In many circumstances, ih@® possible to use prices ex post to ration the
market. For example, absent smart appliancesdifficult for homeowners to adjust electric
demand in real time as prices vary — homeownerstaeen informed about the abrupt price
changes. Priority pricing is a means of contracimadvance when capacity, or demand, is
stochastic.

At this time, the problem of stochastic demand amnalrity pricing has not been adequately

addressed. In particular, with stochastic dem#rate is an issue of whether all customers are
able to participate in the ex ante priority market.
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Consider a case of a continuum of consumers, each@m desires one unit. As will become
clear, it doesn’t matter if some consumers desinttiphe units — each unit can be treated as if
demanded by a separate consumer. Rank the corsbgntreir valuations for the good, so that
theq™ consumer has a valpég) for the good, ang is downward sloping.

The quantity available is a random variable witktdbutionF. Priority pricing is a charge
schedulec which provides a unit to a customer payatg) whenever realized supplygsor
greater.

It is a straightforward exercise to calculate theentive compatible schedule. A customer of
typeq should choose to payq) for theq™ spot in the priority list. This leads to the intge
constraint:

u(q) = (p(a) —c(a)@ - F(a)) = (p(a) - c(@)@- F(g)).
The envelope theorem gives
u'(q) = p (- F(q)).

It is a straightforward exercise to demonstraté tihe first order condition is sufficient; see 3.2:
Let F(H)=1, so thau(H)=0. Then

H H H
(p(@) —c(a))@-F(q)) =u(q) = —j u(s)ds=—| p'(s)(1 - F(s))ds= p(a)(1- F(q)) —j p(s) f (s)ds
g q

q
Thus,

f(s)
1-F(a)

H
c(q) = I p(s) ds= E[spot price| p(s) = p(q)].
q

Revenues to the firm from the priority pricing are

H HH H
R= j o(q)(L- F(g))dq = j p(s)f () dsdq = j ap(q) f (q) dg
0 0q 0

This is the revenue associated with a competitiygply; a monopolist might have an incentive
to withhold capacity to boost prices. How doesanapolist do so? Withholding of capacity
has the property of changing the distribution ddilable supply, in a first order stochastic
dominant manner. In particular, the monopolist atiar any distribution of capacity G,
provided GF. What is the monopolist’s solution? RewriteoRobtain
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I I
R= [ ap(@)g(a)da= | MR(@)L-G(e)dg
0 0

Provided marginal revenue MR is single-peaked,

Fif MR=0
G= .
1if MR<O

That is, the monopolist cuts off the capacity &t ttonopoly supply, and otherwise supplies the
full amount.

4.4: Matching Problems

Priority pricing is a solution to a matching pratlematching the high value buyers with
capacity. Many other problems have this featurat it is desirable to match high types with
high types and low types with low types. Such nietave been used as models of marriage,
employment, university admissions, incentive cartiaand other categories. Wilson examines
not just the continuum matching, in which each pimlity of service interruption is separately
priced, but also finite groups. Rather than of@ontinuum of categories, consider offering just
two — high priority service and low priority sereic How well does such a priority service do?

The answer is: remarkably well. Consider firstlihear demand case with a uniform
distribution of outages. Perfect matching getsugoff

1 1
[ Pat-ada= [ a-d%da==.
0 0

No matching — that is a random assignment — pradaneexpected value of ¥, a fact which is
evident from

2

1 1 1
[ perda[ @-cda=| [a-ada| =3.
0 0 0

Now consider two groups of equal size. The highe@roup has an average value of %, and is

1/2 1
served with probabilityj 2qdg+ Ildq =%. The low value group has average value Ya@nd i
0 1/2

served with probability ¥s. Thus, the expected gdiom two categories is
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1(%+%} :i. Note that 5/16 is 75% of the way from % to 1/Hat is, a single group

2 16
captures 75% of net value of a continuum of types.

The linear payoff/uniform distribution is specibbwever, McAfee (2002) shows that, provided
a common hazard rate assumption is satisfied, teopg of distinguished by being above or
below the mean generally captures 50% or moreeoptissible gains over no priority pricing.
That is, using two classes is sufficient to captraajority of the gains arising from priority
pricing. More generally, Wilson shows that theskes from finite classes are on the order of
1/n?, although this doesn't translate into a specifiard for any givem.

4.5:  Dynamic Pricing

The problem of dynamic pricing, also known as yieldhagement and revenue management, is
to adjust the price or prices of a good in limigeghply with imperfect information about the
realization of demand. Telluri and van Ryzin (2Pi34a very eloquent and substantial book that
provides an in depth introduction to the topic.réjave consider a special theory, developed by
Gallego and van Ryzin (1994) and with some mor@&egoc results found in McAfee and te
Velde (2006).

A seller has a fixed stock of a perishable prodoctell. Time is assumed to start at zero and end
atT. If not sold, the product perishesTatwhich might occur because an airplane depatiss— i
challenging to board in-flight — or the product &ale is a rental on a particular date, like alhote
room. For simplicity, discounting is assumed awais is the right assumption when payment is
made afl, as is common in hotel rooms, but incorrect whaynpent is made upon purchase, as
with airplane seats. The marginal cost of the peb@s assumed constantcat This value should
be interpreted to include not just the actual nralgcosts of service like cleaning a hotel room
or peanuts served on a flight, but also the lostrmass — a customer who flies on a particular
flight won’t fly on an alternative flight offeredytthe same airline. Potential customers are
assumed to demand a single unit, and their willasgrto pay is given by a cumulative
distribution function F. Lei(t) be the arrival probability of customers per wiitime, assumed
constant. Time will start at 0 and end at T.

The value of having items for sale at time t is denoted\pft). Clearly having nothing to sell
conveys zero value. Moreover, if not soldThyany inventory of items also has zero value.
Together, these imply:

Vo(t) =w(T) = 0.

To compute the equation governmmgve employ a simple trick. Consider a small inceat of
time, A, beyond a given time Given a flow rate of customer arrival§&), the probability of a
customer arriving ia(t) A. With probability about IX{t)A, no customer arrives, so that the
current value becomesg(t+4). Alternatively, with probability\(t)A, a customer arrives and the
firm either makes a sale or does not. For ppidde sale occurs with probability B(p). When

a sale occurs, the profit is beconpesc + v,.1(t+4), because the inventory is decreased by one.
Summarizing, and suppressing the dependencemft:
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vy, (t) = max (L— AA)v,, (t + A) + AA(@L- F(p))(p = C+ Vi (t +A)) + F(p)Vy (t +A))
p

or

Vp () =Vvp (t+A8) = AAmax (1= F(p))(P— C+Vpy (t+4)) — vy (t +4))
P

Therefore, dividing byA and sending to zero,

—Va() =A(Y) mgx (L= F(p))(P—c+Vn1(t) = V(1)

The expression fov,(t )s composed of two terms. First, there are pdfitm a salep—c

Second, there is the lost option of selling the imthe future, an option that has value
Vv, (t) —v,-1(t) . With a convenient choice of distributiénit is possible to provide an explicit

solution. Let
F(p)=1-¢2.

Note that the function (1%8)(p—m0d is maximized atp* = }g +mc> Therefore, the profit-
maximizing price is

PR(0) =~ +C V(1) =10,

and his can be plugged into the expression/f¢t to 9btain

—a[1+c+vn(t)—vn_1(t)j 1
Vh(t) =-A(t)e ‘2 .

This equation fow, (t )is solvable by induction; it is easiest to dispilag solution and verify it.
To do so, it is useful to introduce notation

;
B(t) = e 2 J' A(s)ds.
t

® Leth(p)= (1-€*)(p-m9. n(p)=e 2P@a-a(p-c) h(p)=0 impliesn’(p)<o0. Thus, every
extreme point is a maximum, and so if there isx@reene point, it is the global maximum.
Moreover,p* is an extreme point.
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The functionp represents the expected number of future custowiirsg to pay the static
monopoly price}g +c. Attimet, the expected number of buyers willing to payrti@opoly

price isp(t). The second piece of notation is

8.0 = 5 O

Gallego and van Ryzin (1994) show tha(t) =§ Log(B,(t)). This is readily proved by

checking that(T)=0 (which holds becaud#(T)=1) and that the differential equation fay(t
is satisfied. In addition, the equation for priseeadily computed from

Py (t) = § +C+V,(t) - v,_1(t), and has the useful expression

—ap:1 — e—l—ac Bn—l(t)

e .
B, (1)

Suppose there is an initial capadity Letgk(t) be the probability that there dtainits left in
inventory for sale at time The value of evolves according to inflow (sales from the
inventoryk+1) and outflow (sales from the inventddy Thus,

O (1) =A@~ F(Pya () A2 (1) = A A - F (py (D) ai (1)

=A(t)e g, (1) - A (e > g, (t)

oy & By (1) v & B ()
=A(t) 0 Ok +1(t) —A(t) B (1) O (t)
_ _Bya(t) By (t)
T BeD) O+ (t) + B (1) A (1)
Given a capacity K at time Qx(0)=1, gk+1(t)=0, and thusgi (t) = :K 8 .
K

(BO) - B "B, (1)
(K —n)!By (0)

This is used as the base of an induction to estag}j(t) = . The details

of the induction are presented in Appendix 1.

The inventory or expected number of unsold itelfhs,n, satisfies
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K K-1 K-n
o _ _ _ - (BO -Bt) "By (1)
E(K n)—;(K )0 t) ;)(K L T W)

_X (BO) Bt "By (1)

£ (K~1-n)!By (0)

_ (BO)-B(®)By 1 (0) N (B(0) - B(t) < "B, (1)
Bk (0) (K=1-n)!Bx _1(0)

n=0

_BO) -Bt)Bk-1(0)
Bk (0)

This model is a monopoly pricing model. How ddesompare to the efficient solution? An
efficient solution in this model has the propeftgtithe value function maximizes the gains from
trade rather than the profit. The value functibien, satisfies

Sn(t) = max (L= M) Sy (t +AA) + AA((L- F(P))(G(p) + Vo1 (t +AL)) + F (p)vp(t +AL)),
p

and thus

—Sh(0) = A1) max L= F(PN(G(P) + Sy-1(t) = Si (1)

where G(p) is the consumer surplus, plus sellefitpomnditional on the consumer’s value
exceeding p. Given the demand specification,

@-F(p)G(p) = I(l— F(x))dx+(p-c)d-F(p))
P

[oe]

=J‘e'axdx+(p—c)e'ap =(p+}é—c)e'ap, so thatG(p) = p+%—c.
p

Thus the efficient solution is the solution a moolgpvhose costs were reduced by 1/a, the static
monopoly profit, would choose. That is, for any rapaly solution, there is another demand
function under which that monopoly solution woulddfficient! Consequently, the price
variation in the solution should be attributed fiocceent rationing, rather than monopoly pricing;
monopoly pricing in this model only has the effetshifting the price up by the constana.1/

McAfee: Pricing, Page 40, 7/15/2007



p1 (1)
Ep(t)

p'(t)

1
@I

50 100 150 200 250 300 350
Figure6: Selling 10 seats

Figure 6 illustrates the solution whens a constant, ank=10. The different price patipg(t)

are illustrated in various grey lines, some of whach named. In addition, the expected price
conditional on availability is denoted by Eand the price that a firm that had to set a figade
and not change it (but isn’t required to sell beyyeapacity) is denoted kp}. The interesting
thing here is that the expected price isn’t mudferént tharp® for most of the time; the theorem
is that for any demand, as the time and numbeeofs diverge proportionally, the price path
converges to a constant. Thus, most of the gaoms flynamic pricing arise from the last few
items; in selling hundreds of hotel rooms or ainglageats for a particular night, dynamic pricing
has a modest effect.
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5: Price Dispersion
George Stigler’'s 1961 “The Economics of Informatitxe@gins with:

One should hardly have to tell academicians thatrmftdion is a valuable resource:
knowledge is power. And yet it occupies a slumldweh the town of economics.

Stigler documents the existence of price dispersiopirically, and proceeds to sketch various
theories that might be applicable to price dismersiStigler is careful to distinguish price
dispersion, which results from imperfect informatmmthe part of consumers, from price
discrimination, which involves distinct prices faffdrent types of consumer preferences.

There are various reasons that price dispersiohtraigse. Clearly some consumers must be
willing to pay higher prices than others, that istidct consumers have distinct reservation
prices. (Note that a reserve price — the minimudnifian auction — is a very different concept
from a reservation price.) Differences in resensafirices can arise because of differences in
knowledge — some consumers have access to prigedibers don’t — or search costs. If some
consumers have lower search costs, then these cersuiti search for lower prices.

Models based on search costs usually require diitags in the firms as well as differences in
search costs on the part of buyers. The reagbiatswith differences in consumer search,
identical firms will tend to respond in an identi¢ashion to the generated demand, and the price
dispersion is degenerate. An extreme example sftenomenon is the Diamond Paradox.
(Diamond, 1971.) Suppose that there is global minino search costg that is, all consumers
have search costs in excesyxd. Search costs arise per store — each stordesegstsy or
more. One must incur the search cost to find aaiptice in this model, as opposed to a cost of
visiting a store with a known price. Then we concltit all firms charge the monopoly price.
The proof is straightforward. Létbe the lower bound on the distribution of priced auppose

L <M, the monopoly price. If a firm charges Min§ Y3, M}, it is strictly better than charging
any lower price, because no consumer will rejecptiee L + ¥ that will accept, because the
cost of obtaining an additional price, even ifitertain to bé&, is at leasy! Thus, even if all
consumers have a very low but positive cost of $edhe equilibrium involves all firms
charging the monopoly price. What is paradoxitealu this result is that the equilibrium is
discontinuous in the search cost — the equilibith wero search costs (price equals marginal
cost) and any positive search costs are dramatiddferent.

The literature in the 1970s focused on models wattyimg search and production costs as a
means of generating price dispersion. (See CadadriVicAfee (1983)for an example and a list
of references.) The more modern and economicabapp involves generating price dispersion
from identical firms via randomization. This apachb is intellectually more satisfying because
we don’t need a story for why the firms have différepsts; moreover, applications involving
entry of identical firms become possible. Finaitys possible to generate the consumer
informational asymmetries endogenously, as VardeR, 1980) does.
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5.1: TheButtersMode

Supposen firms send advertisements to a proportoof the population with price offers and
these offers are distributed randomly. Each comswiooses the price offer that is lowest. It
will not be an equilibrium for each firm to send ¢l same price offer it would pay either
firm to undercut it by a fraction of a penny. Se will look for a mixed strategy each firm
sends out a random price offer. E€p) be the probability that a price offer is not mtranp.
Given pricep, the quantity purchased by the consumexp. LetR(p) = (p — 9q(p) be the
profit per consumer sold, amd the smallest maximizer &. It is useful to assunteis
increasing fop<M and that assumption is maintained here.

A firm's profits per consumer are

T(p) = R(p)(1-a + a(1-F(p)))™*

since it beats another firm if the consumer doesckive an offer from that firm (@) or if the
offer received from that firm has a price in exceg. Each firm must earn the same profits for
every price in the support of the distribution atps, for otherwise firms would never choose
the low profit prices. The monopoly pridémust be in the limit of the support, becauseéf th
maximum offer were strictly less than that, it wophky to offerM [the highest offer is only
accepted if no other offer is received; it is Hesnake the most money possible in this event].
Finally, no firm will ever offer more thall because an increase in price beylhdoes not
increase revenue conditional and lowers the proibabii selling. Thus,

T(p) = (M) = R(M) (1-0)™*
Therefore,

1

1-aF(p)=1-a+a@-F(p))= (1—0()(%)1_1.

or
1

R(M)]n—l

F(p)z% 1—(1—a)( o

The lowest pricel,, is the price such th&(L)=0, orR(L) = (1-a)™*R(M).

The distribution of prices is Prob(offegs) = 1- [1 —o + a(1-F(p)]". The expected profits in the
model are
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M v
En= J.R( p)n(l—(XF(p))n—laf (p)dp = J.R(M )(1—(X)n_lno(f (p)dp = N1t = R(M )(1—0()”“1na.
- Po

In this model, some consumers receive no offerd nanprofits are made on those consumers.
Low profits for this reason is not an indicationedficiency, indeed, quite the contrary.
Consequently, a measure of performance of the indissthe profits per customer served, and
the probability a customer is served, which is eglaint to them receiving at least one price
offer, is 1- (1)". Thus, expected profits per customer served

_ ~\N1
Em — R(M @L-a)" "na.
1-@A-a)" 1-A-a)"

This is interpretable in an alternative, sensibégvihe measure of market profits is the level of
monopoly profitsdR(M), times the probability of receiving exactly orféeo, conditional on
receiving at least one offer. That is, the samasuee of market performance would arise when
firms could condition their offers on whether comsus received multiple offers or not, in which
case the firms would charf®when the customer received no competing offeidcanherwise.

1,
0.8:—
0.6

0.4

0.2

0.2 0.4 0.6 0.8 1
Figure 7: The Probability Distribution for Selected Values of a, with ¢c=0 and n=5.
This measure of market profits goes from one=dl to zero ati=1. It is a decreasing function of

o, so more searchers reduces profits per servedroastas one would expect. Profits per
customer are decreasingnnthe number of firms. The proof that it is incsea inn has a trick.

log(x)

, Which is a decreasing functionxafNote that
logl—a)

Definex=(1 —a)". Thenn=
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1-o)"ha _ xlog(x) a
1-(1-a)" 1-x @1-o)logll-a)
and negative i for O<x<1, which makes the product increasing (recalllogg ) < 0) inx, and
therefore decreasingm

It is readily established th Ilog(x) is decreasing
- X

Figures 6 and 7 show the distribution of prices @reddistribution of best prices for a variety of
values ofa, in the special case whayeas either 1 if price is belowl, or zero otherwise.

1

0.8

0.6

0.4

0.2

0.2 0.4 0.6 0.8 1

Figure 8: The Distribution of the Best Price, for the Same Values of a.

To look at merger in the Butters model, we wouldénto consider asymmetric- a much more
difficult problem. However, the Butters model pucéds applicable imperfect price competition
in some circumstances, and also produces randamspria model of sales.

Note that advertising in the Butters model is infative, telling consumers where they can get a
low price.

The solution to the Butters model is equivalerth®auction model in which bidders have
independently distributed values in {0,1}, ands the probability that a given bidder has value
equal to 1.

The Butters model can be varied in a straightfodwaay by letting buyers either know one price
(chosen randomly) or all the prices, a model wigctleveloped in Varian's AER paper. In this
case, suppodeis the probability of observing only one priceheBe “loyal” customers are
evenly distributed across tindirms; the other customers, “shoppers,” buy onbnf the least
expensive firm. Then firms face a profit function:
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n(p) =R(p) B/, + a-pa-F(p)™?).

As before,n(p) =n(M )and thus

R( p)(% +1-B)A- F(p))”"lj _RIM)B

n

This solves foF in a straightforward way.

Gasoline Self Serve I .

UNLEADED 3 2 9 1% o
5 :

PLUS '
UNLEADED.

Figure 9: Some consumers are willing to pay a higher price, while some shop for the lower price.

Varian goes on to endogenize the number of consimieo choose to be informed given a cost
of being informed, an important development becatusekes the entire model self-contained
and rational. Since shoppers get a better prae liyal customerg is determined by
indifference between paying a cost to learn allghees and choosing a store at random.

As posited, the price dispersed models are beutiddels that are not useful for industrial
organization applications. To make them more usgefis necessary to endogenize the access of
the firms to consumers, that is, endogenize theevafa, and that requires handling
asymmetries. In McAfee (1992) an asymmetric magldeveloped. In this model, firms have
availability rateq;, ranked from largest to smallest, so thgta,>...

With a substantial amount of work, one can show tthere is an equilibrium, that firm 1 has a
mass point aM if a;>a», that the firms with lower availability randomineer intervals with

lower prices, and finally that profits per unitafailability are the same for all firms, but thiag¢t
largest firm enters asymmetrically into the prefjuation. For any firm

Tq:aiR(M)l_l(l—aj).
Ik
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Now introduce a cost(a) of availability. Given the multiplicative natucé probabilities, the
size of a scale economy is given by the cost saa@sgciated with combining the operations of
two entities, which ig(a)+c(B)-c(1-(1-a)(14)). Consequently, availability has increasing
returns to scale whenevg(a)+c(B)-c(1-(1-a)(1-)) is increasing imx or 3. It turns out that
increasing returns to scale are equival@nta)c'(a  beng decreasing im. Constant returns to

scale involve(l—a)c'(a )being constant, which impliega)=-6log(a).

It turns out that there is a pure strategy equilin; which involvesai>a,=03=...=a,. If there

are increasing returns to scale>2a,. If there is a diseconomy of scate<2a,. Thus, an
initially symmetric model generates an asymmetnigikbrium, and no symmetric pure strategy
equilibria.

The closed form solution to the price dispersedlggwm makes it a natural vehicle for
applications in industrial organization theory wan@rice competition, rather than quantity or
capacity competition, is the natural assumption.

5.2: Search

How should a consumer searching for a low pricalgaout it? How should some seek to find a
job? How should someone bid on eBay when mangrsedire offering the same or similar items
in auctions that have distinct ending times? Tlipsstions are the province of search theory.

Fom the perspective of a potential buyer, pricésrefl at any one store or at any given moment
are random variables. For simplicity assume tliered price has a probability density function
f(p). The theory assumes that buyers incur a seastht@obtain a price quote, which might
arise if the buyers has to visit a store in persslephonically or virtually. The cost includes
your time and any other costs necessary to obtarica quote. In this instance, the consumer
will set areservation pricewhich is a maximum price they will pay withousiting another

store. That is, if a store offers a price befwwthe consumer will buy, and otherwise they will
visit another store, hoping for a better price.e Dptimality of such a rule follows from the fact
that the further search has an expected optimaky#he buyer is deciding between buying now
and further search. A lower price today obviodalors buying now.

Suppose that the cost of search.id etp* denote the reservation price ad@) represent the

expected total cost of purchase (including seaositsg if a reservation price gfis used. Thed
must equal

I3 =c+ joxpf(p)dm j;(x)f(p)dp.

This equation arises because the current draw fwdustsc) could either result in a price less
thanx, in which case observed price, with densjtyill determine the price paid or the price
will be too high, in which case the consumer isngdo take another draw, at casand on
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average get the average prig). It is useful to introduce the cumulative distrion function

X
F, with F(x) :jf(p)dp. Note that something has to happeni-go)=1.
0

[pr(papc

We can solve the equality fd¢x), J(x) = F )

The functiond has a simple interpretation. The expected pl{geis composed of the expected

price, j pﬂdp which is the average price conditional on thatgbeing less thax plus a

term depending on search costs. Note%}:q%%) is the density of the price conditioned on the
X

price being less thaxn The second term rls:% is the expected search costs, and it arises
X

because% is the expected number of searches. To seenthtis that the search takesrials
X

with probability F (x)(1- F(x))". Thus the expected number of searches is

[ee]

E nF(x)(1- F(x)) e % (It is an exercise to prove the equality.)
X
n=1

But what reservation price @fminimizes cost of purchasx)?

P G LRE

J' =
09 =x F(x) F(x)?

_ (9 X_Lpf(p)dp+c _ - 30)
F(x) F(X) F(x) '

Thus, ifx<J(x), J is decreasing, and it lowers cost to increas8imilarly, if x>J(x), J is
increasing irx, and it reduces cost to decreaserhus, minimization occurs at the reservation
price p* satisfyingp*=J(p*).

Moreover, there is only one such solution to theagignp*=J(p*) in the range wherkis
positive. To see this, note that at any solutmthe equatiop*=J(p*), J'(p*) =0 and
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() :i(—f (P —J(p*))j

dp* | F(p)
O TR0 TR 17 DA 11 B
(dp*p(p*)](p D+ oy T PD =

This equation shows thatakes a minimum at any solutiongd=J(p*), since its first derivative

is zero and its second derivative is positive. &bwer, because every solution is a minimum, the
solution is unique; two minima must have a locakime between them. Otherwiskwould

have to be both increasing and decreasing on arvaitbetween two consecutive minima, since
Jis increasing to the right of the first soluti@md decreasing to the left of the second solution.
Consequently, the equatipfi=J(p*) has a unique solution, that minimizes the cogtusthase.

Consumer search to minimize cost implies settingsarvation price equal to the expected total
cost of purchasing the good, and purchasing whenbeeprice offered is lower than that level.
That is, it is not sensible to “hold out” for a g@ilower than what you expect to pay on average,
although of course such a holdout strategy mighwéleuseful in a bargaining situation.

Example (Uniform): Suppose prices are uniformlytriisited on the intervalb]. Forp* in
this interval,

p* p* dp
jpf(p)dp+c j p- P e

J(p*):O —da b-a

F(p*) p*-a

b-a

_w(p*2-a®) +c(b-a) it +a)+ SO~
p*-a p*-a

Sincep*=J(p*), p* =a+./2c(b-a).

Asc- 0, p* - a, that is, as the search costs go to zero, ones loaitifor the lowest possible price.
This is reasonable in the model, but in real wsitdations, delay may cause discounting, which
isn't accounted for in the model. In additigri,< b, the maximum price, if&(b —a). Put
another way, if thenostyou can save by a search is twice the searchtbest search is not
optimal, because the expected gains from seard¢hevhalf the maximum gains (thanks to the
uniform distribution) rendering search unprofitable

A property of the uniform distribution that genézak to any distribuiton is that the expected
price is a concave function of the cost of seafth.see this, define a function
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| [prtpap+c
H(c) = mxan(x) = mxln F )
Since J'(p*) =0,

H(@) = g 3(P) = s >0

Moreover,p* is increasing irc, from which it follows thatd is concave. This means that the
effects of an increase mare passed on at a decreasing rate. This folimas differentiating

J(p*) —p*=0 to find

apr PO =_%:(p*)=%( |
-1 p*)

dc  9(3(p*) - p¥)
op*

It helps to note thad'(p*) = @n this calculation. This receives the interptietathat a small

cost increase has an effect on the reservatior psdf the search strategy is unchanged (same

p*), so that that cost increase is applied to thetg expected number of search}é(p*) .
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6: Experience Goods

Some goods have to be tried to evaluate accuraihen though the critics dislike a movie, you

may love it, and conversely. Restaurant appeabisuniversal. Shoes that fit you perfectly are
uncomfortable to someone else. Such goods ardoadperience goods, meaning that you must
try them to actually know if they are good or not.

A seller offering an experience good is subjedhbeliefs of customers about the quality of her
good. If customers believe the good to be of loality, they will be unwilling to pay a high price
for it; if no one buys the good, its intrinsic gitiak are not discovered, thus perpetuating thietoel
independent of the actual quality. For the salfes low quality good, this is as it should be, but
for the seller of a high quality good, it represeatquandary. How can the seller of a high quality
experience good communicate the quality of the §ood

A seller seeking repeat business can offer andaottory discount as a means of communicating
the quality of the good. For example, a restaunaany offer a discount for the first meal, which
has the effect of subsidizing experimentation. hSuc subsidy to experimentation will
communicate quality because the seller can onyugthe subsidy through repeat business, which
will not be forthcoming if the meal is in fact miséle.

Models of introductory pricing cleave into two ageies: adverse selection and moral hazard.
The adverse selection models represent the situatieere the type of sellers varies — some are
high quality and some are low quality. For examghere are good and bad attorneys and it is
difficult to establish the quality of attorney bgading their win rate since every settlement is
counted as a win by both sides, and most casds. s&@tmilarly, chefs vary in skill level. In
contrast, the case of moral hazard arises wherseher decides, on a period by period basis,
whether to sell the high quality good or a shoduly quality imitation. For example, a restaurant
might choose to use high quality, flavorful ingesas or rotten floor-sweepings in their soup.
This would be a case of moral hazard because atgurant faces such a choice. As the examples
suggest, most real world settings probably invadvenix of both moral hazard and adverse
selection.

6.1: Adverse Selection

Consider a product which consumers can purchaseeiry period. There are two quality levéis,
andL, with unit costxy > ¢.. Let willingness to pay be given Ipy for the high quality good and
p. for the low quality good. Assume thmi—c4 > 0 >p. —c, so that optimally, only high quality
products are sold. If the low quality good is opl, there will be no challenge for the
marketplace. Once a manufacturer has built a ptaetquality of its output remains constant
forever, but consumers are initially uninformed @abahich type of plant it built. The firm that
builds the high quality plant gets repeat businpssyided that consumers try the good. The low
guality plant gets no repeat business, becauseatpace that covers costs, consumers are
unwilling to purchase.

Suppose the manufacturer is going to post pideitially and then post pricp thereafter. Led
be the discount factor applied to each future pésiprofits. The seller’s profit is
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P—cH
1-0

Po~CH +Zét (P—cH)=Po—Cy +O
t=0

Imitating this strategy, a low quality manufactuobtainspy —c.. Thus, as long as there are prices
Po andp that consumers are willing to pay so that

—c <0< py-cCy +O6_CH
Po~CL Po ~ CH 15
then anintroductory offersufficiently low will guarantee that every firmqgatuces the high quality.
In particular, if any prices work, them = ¢, andp = cy will work, since these weaken the
constraints maximally. Thus, an introductory offan guarantee quality when

PH ~CH
0< ¢ —-cy +0—4——1
L ~CH 1-5

or
CH < (1_5)C|_+ 6pH .

In particular, if the discount fact@ris close enough to one, this is automaticallysgati from the
hypothesis that the high quality good is efficient.

6.2. Moral Hazard

The moral hazard decision differs from the advesskection problem because the seller can
choose at any time to lower the quality of the god&luppose that again there are two quality
levels,H andL, with unit costcy > ¢.. Again let willingness to pay be given py for the high
quality good angb_ for the low quality good. Assume thaf—cq > 0 >p_ — ¢, so that optimally,
only high quality products are sold. Again, ihis problem inducing a seller to offer the low cost
good; the challenge for a marketplace is to inguseller to offer the high quality good.

Suppose that buyers useagiam trigger strategy which involves never buying from a seller that
offered the low quality. This is about as sevenguaishment as buyers can choose, and has a

certain psychological plausibility to it. If thelker charges a prigg it pays to never offer the low
quality if

P~—cH
-cL<p-Ccy +O0—~.
P=CL=pP-Cy 1-5

This inequality says that offering the low qualggod, but never selling again, produces lower
profits than offering the high quality good andrgag repeat business. Rearranging, we have

Cy < (L-J)c + op.
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Thus, forp nearpy, we have precisely the same condition as for advekection. The decision to
choose high quality when it is a once-and-for-altidion is equivalent to the decision to choose
high quality on an on-going basis.

There is a difference between the adverse seleetrmh moral hazard cases. With adverse
selection, the seller signals high quality by titeaductory offer. Once signaled, the seller agh s

at the monopoly price without loss of businessesite product has been demonstrated as a high
quality product. In contrast, with adverse setettithe seller is subject to ongoing incentive
pressure, and a failure to sell a high quality geddresult in a collapse of business.

6.3: Burning Money

Introductory offers have a flaw in a world in whibloth high quality and low quality goods are
efficient for different types of customers. Thevlintroductory price is intended to signal high
quality, but instead may suggest that the produetctually the low quality product, which also
now by hypothesis trades in equilibrium. Moreowafering a high quality product at a low

quality cost is likely to induce lots of buyersthe low quality product to switch to the subsidized
high quality product, perhaps rendering the sigigalinprofitable.

The introductory price offer depended on the follggvlogic. The firm makes a price offer
sufficiently low that a low quality firm would newemitate it. There is no need to spend this
money on the consumer directly. Instead, the maaeybe spent on flashy advertisements, large
buildings, or donations to public libraries. Thaimt of signaling is to spend money so that it is
impossible to recoup the expenditures unless timepaay gets repeat business. Any kind of
conspicuous, irrevocable and irrecoverable experedivill do.

A firm engaging in burning money would still chargenigh price for the product. Doing avoids

the risk of a bad signal about quality and detastamers who would be unwilling to pay the cost
of the high quality good from consuming it.
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7 The Coase Conjecture

In the paper “Durability and Monopoly,” Nobel Laate Ronald Coase proposes the startling
hypothesis that the monopoly seller of a durabledgeill tend to price at marginal cost, absent
some mechanism for committing to withhold suppluch mechanisms include leasing rather
than selling, planned obsolescence, increasinginargost (which makes delay rational), and
promises to repurchase at a fixed price.) Thecltaghes three steps. First, having sold the
monopoly quantity at the monopoly price, the saNeuld like to sell a bit more, because the
seller need not cut price on units already soldco&d, consumers will rationally anticipate such
price cuts, and thus will hold out for future psceThird, if the seller can change prices
sufficiently fast, the path must go to marginaltabitrarily quickly, that is, the price will be
marginal cost. This idea came to be known as thes€ conjecture.

Essentially the Coase conjecture holds that a maisdgompete with future incarnations of
himself. Even though the most profitable coursaation is to sell the monopoly quantity
immediately, and then never sell again, the morispoannot resist selling more once the
monopoly profit is earned. That is, subgame p&dacondemns the monopolist to low profits.

7.1: The Commitment Solution

It is useful to consider the commitment solutioradsenchmark, and to introduce notation. The
seller's marginal cost is set to zero. Suppose tsrdiscrete, with periods t=1,2,... Both the
seller and the buyers discount each periaal Btarket demand is given by q, and is composed of
a continuum of individuals.

The commitment solution involves a sequence ofespe, p2,... This series of prices is non-

decreasing without loss of generality, since noscomer will wait to buy at a higher price. A
consumer with a value v will prefer tinbg¢o timet+1 if

(*)  v—p>d(V—pa)
These equations define a sequence of critical sajubat make the buyer indifferent between
purchasing at and purchasing @at1. (Note that the incentive constraint on buyrews that, if

a buyer with value' chooses to buy before tinhethen all buyers with values exceedingave
also purchased by this time.)

Ve —Pr = O(Vi — Pea)
This set of equations can be solved for pt in teofrtbe critical values:

Py = @L-d)V; +0Pryg = L= O)V; +O((1—O)Vi4q +OPts2) = ...

:(1—5)Zaivt+j.
=0
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The monopolist sellg(v)-g(v:-1) in periodt, wherev, is defined so thaj(vp)=0. The
monopolist’s profits are

= leat—l PeC = 21:6‘—1 (- 6)(26"vt+ j ](q(vo (=)
t= t=

j=0

=@1-9) Zq(vt)es“l[zaiij —Zq(vt_l)ét‘l[zem |
| t=1 j=0 t=1 j=0

=1-9) ZQ(Vt)ét_l Zéjvt+j —ZQ(Vt1)5t1[25th+j
| t=1 j=0 t=2 j=0

=1-8) > _dw)3 D 8wy, —Zq(vt)es‘[zajvw}
| t=1 j=0 t=1 j=0

=(1-8) D av)8 ) 8w -8) 81" HJ}
| t=1 j=0 i=1

=0-8)) )3 = 1-8)) 8 v
t=1 t=1

Thus, the optimum level of is constant at the one-shot profit maximizing lewdich returns
the profits associated with a static monopoly. &h#ity to dynamically discriminate does not
increase the ability of the monopolist to extratts from the buyers.

How does the requirement that the monopolist playtegame perfect strategy affect the
monopolist’s profits? To simplify the analysist ¢emand be lineag(p)=1-p. Consider a
game that ends at tinTe Leta; refer to the highest value customer remainingnédopulation
at the end of timg so that the set of values remaining at the beggnof timet is uniformly
distributed on [(:.1], and the quantity purchased at titvis a;.; — a.

In the last period, the monopolist is a one-shohopolist, and thusharges the pricer="2ar.1
and earns profitsi; = 1/4a%_1. This can be used as the basis of an inductioenwodstrate that

P = At and T, =X,a .
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The last values satistyr = ¥2 andyt = Ya.
The values; is determined by consumer indifference betweenngugtt and buying one period

later, along with the beliefs that the monopolidt fellow the equilibrium pricing pattern in the
future, so that

a — Pt = 0(a —Pr+1) = (& — A1),
or
pr=a (1 =3 + 3Au).

Thus,
T, = p(ag —a) + 0y = @-0+0Ay)ay (g — &) + 6Xt+1at2

Maximizing this expression over, we see that the firm choosggo induces; satisfying

— 1_ 5+ 5At+l
% 21-0+ 5/1t+1 - a-)(t+1 e

Feeding this expression intpand simplifying gives

_ (1_ 0+ a_/]t+1)2 2
7 = -
41-3+3) - X

We have, at this point, verified the induction hiypsis - is linear ina;.; andrg is quadratic,
providedpy.; is linear ina; andTg. is quadratic

(1-5+08h )2

SinceAiai =pr=a (1 =06 + i) =
@1 =P =a ( t+1) 20-5+ B\ oy — Oxomt

a1,

1=+ 8hpy)?
L 0(1=8+8Auy —OXpey

and,
M _ (1-8+3\y)° A
atz_l 41-0+0Niy —OXps1 2

Xt =

This permits the solution fav; in terms ofA;.

_ (1-3+8\py)?
L o(1-8+Y2dNpyy)
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1-5+3N)2
2(1-5+Y50M)
shown thatf is increasing and strictly convex for)(0,1). There is a unique fixed point fior
which occurs at

Define f(A) = so that\; = f(Aw1). f(0)= Y2 (16) andf(1) =1/(29). Itis readily

)\*

_ \/1—5;(1—6) <1

0.2t A* as a function ob

0.2 0.4 0.6 0.8 1

SinceAt=Y%, the sequendkg is increasing in to %2. For games with very large valuesTpk; is
very close to\*. The opening price offered by the monopoliskisbecausey=1. The Coase
conjecture amounts to the claim that, when the rpolst can cut prices very rapidly, the
opening price is close to marginal cost, which seisto zero. The ability to cut prices very
rapidly corresponds to a large discount factottleldiscounting goes on between each pricing
period. The Coase conjecture is in fact true, beea

lim A% = fim Y20 -@=9)

5.1 5-1 o

0.

This equilibrium is representative of all equildoin the “gap” case, which is the case that arises
when consumer valuation exceeds marginal cost imegmsitive amount for all consumers. In
this case, price converges to the minimum conswaleation, rather than to marginal cost. The
“gap” case is not empirically relevant. The gapecaorresponds to backward-induction
equilibria because in fact the monopolist will sdllits output in finite time in equilibrium.

In addition, Gul, Sonnenschein and Wilson show duitilibria with stationary strategies also
have the Coase property.

In contrast, Ausubel and Deneckere show that Coasjailibria can be used to sustain other
equilibria in which the monopolist makes positivefiis. Consider a decreasing price path pt
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and suppose that consumers hold the conjectur¢hthanonopolist will follow that path in
equilibrium, and if that consumers see any pricrgad other than a price from the path,
consumers believe that the monopolist will play @wase path. The Coase path produces very
low profits, so the threat of such beliefs is suéfnt to sustain a large set of equilibria. These
equilibria are a bit weird, since consumers belmeip support prices that sustain high profits,
but are sequential, if nonstationary, equilibrizergheless. They are reasonable in that they
predict a declining path of prices, with any loyeices suggesting even faster future decreases
in prices.

7.2. Mitigating the Coase Problem

Do we really believe that a durable goods monopplises at marginal cost? There are several
strategies a monopolist might employ to preventdmnsiency to compete with himself.

1. Other equilibria don't have this property, katisnary (history independent) ones
typically do.
2. Leasing vs. selling: A monopolist that leasesdurable good no longer has the

incentive to cut price to bring in new consumeex;duse he must cut the price to the old ones as
well, who are, after all, leasing and can always ttiin and release at the lower price.

3. Return policy or money back guarantee: Supposenonopolist allows one to return the
good for the full purchase price, to be creditediast future purchases. Then consumers need
not wait for prices to fall - they've been giveguaranteed low price if prices do fall. This, of
course, provides the same kind of disincentiveteel prices as leasing. Used by department
stores on calculators in the early 1970s.

4. Destroy the production facility: used for liedt edition items on occasion.

5. Make remaining in the market expensive: theifgaf future periods are, of course, a
decreasing function of time; the monopolist isiogtprice and the high value consumers have
left. Therefore, eventually, the monopolist witlaose to exit [Singer almost exited the sewing
machine industry on this logic, but stayed in afttannouncement that it would leave because
of public relations, or so they said]. Howeverstis mitigated by the entry (birth) of new
consumers. But new consumers also mean that thepobst has less incentive to cut prices,
because he also cuts the price to the high valnsuroers. This can cause price cycles in some
models, with the monopolist occasionally cuttingerto grab the low value consumers who are
accumulating.

6. Keep the marginal cost secret: If buyers arefdtmed about the true marginal cost,
their expectations will be influenced by the prities monopolist charges, and the monopolist
may not cut price, so as to convince consumershhaias high cost.

7. Planned Obsolescence: Note that a good thakgaown after one period - i.e. a nondurable
good - is equivalent to leasing rather than sellius, a monopolist who must sell has an
incentive to reduce the durability of his good ttisaplan obsolescence. The standard example
is a textbook manufacturer who frequently introducew editions, to kill off the used book
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market, and is therefore producing a nondurablel gaoen a durable good is feasible and often
optimal.

7.3. Capacity Choice

McAfee and Wiseman (2005) consider a monopolist falces the Coase problem, but has a cost
of producing quickly. To illustrate the problemazpacity choice, first consider a seller who
sells in continuous time, but has a maximum prddad{ per unit of time. Buyers are given by
an inverse demara This seller will then seKt by timet. LetT be the time where the market

is saturated, so thp{KT)=0; qo is the quantitKT, which may be infinite. Suppose the seller
charged(t) at timet; a buyer with value = p(Kt) who buys at tima obtains profits of

u(Kt) = maxe " (p(Kt) - P(Ks)).

By the envelope theorem:
u'(Kt) =e™" p'(Kt)

Thus, sincey(KT) =0,

T T
e (p(Kt) - P(KD)) = u(Kt) = u(KT) - I u'(Ks)Kds = — j e p'(Ks)Kds
t t

KT KT
-y B Y
=~ [ e T pay=e k- [ Le e piypay
Kt Kt

where the last equality follows from integration ggrts and the observation tipéKT) = 0, and
the second-to-last equality from a change of véiaettingz = Kt, then, we obtain

o
r
P(2) =e" j e K p(y)dy.
2

Thus, the firm’s profits are

T do 90 r —ry/
T[(K)zje_” KP(Kydt = [ [ Te K py)dydz
0 0O z
do - —r7
= j zEe K p(z)dz (integration by parts and substitutp{go) = 0)
(0}

McAfee: Pricing, Page 59, 7/15/2007



QO 1 —TZ
= J' (zp(2)) e 7k dz (integration by parts and substitutpfgo) = 0)

(0]

do —rc%
= J' MR(q)e “Kdq (definition of marginal revenue wherr 0).

(0}
This equation holds for artg, but we now consider what a monopolist who conedito
K would choose. Note that the maximized value ofifw is independent of the interest rate

since a change inis compensated by a changeinLeta = r/K, anda* maximize profits over
K. Thus,

Yo
= maxJ.MR(q)e'aqdq
a
0

8o}

= max j R(g)ae #9dq (integration by part&(qgo) = R(0) = 0)
0
Om
> max J. R(g)ae 29dq p(q) is decreasing)
a

> max J.iae g
R(qm) a o Um
dm 1
=max —e %9m + j ——e Mg (integration by parts)
a o dm

— aqm +
1—e 1+a m
= max ( q ) =

a aqdm
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The valuey is approximately 0.298425. Thus, a monopolishwapacity commitment
earns at least 29.8% of the profits earned by @iy price-discriminating monopolist.
Moreover, even if capacity is very nearly free, Med and Wiseman show that the
Coasian monopolist would never install capacitydmelthe commitment level — the
smallest positive cost of capacity insures thatntle@opolist earns at least 29.8% of the
commitment capacity. The reason is that the molnstpmmrrectly realizes that any
additional capacity will influence the expectatiarighe buyers — the monopolist will be
unable to restrain himself from using any capaicisgalled. Moreover, even if the
buyers expect the monopolist to install additiczegdacity, he will not. The problem with
expecting Coasian sales is that these require tmopolist to invest in capacity beyond
the profit-maximizing level of capacity, at whicbipt the monopolist is paying to harm
profits. No profit-maximizer will engage in suckhavior, hence the beliefs by the
buyers that the monopolist is a profit-maximizimgity insure that the buyers don’t
expect unreasonable capacity increases; thatysposisible when capacity is literally
free.

However, costly capacity, once installed, is stdéd; it is an open question whether a
monopolist will destroy capacity in order to hold prices. The problem with the
destruction of capacity is that it makes instatlatof too much capacity less costly,
which might actually worsen the monopolist’s prefit
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8: Milgrom-Weber Auction Theory

Milgrom and Weber’'s 1982 paper on auctions andibgidemains one of the most impressive
economics papers ever written. In order to gersrahe solution to auction problems
introduced by Vickrey, they developed new matheosadnd statistics and then applied it to
economics problems. This technology of complenrérga has had dramatic applications in
other economic environments. In this section, waam@ne their technology and see how it helps
with the analysis of bidding schemes.

Auctions and bidding are important because thegessmt the foundation of market price
formation. Generally we think of prices in markassbeing established by some kind of bidding
process; the theory developed here formulatesnatimidding in environments with
asymmetries of information about value and williags to pay.

8.1: Complementarity

A building block of the theory is the notion of cplementarity. Letx [y ,xLy, refer to the
component-wise minima (meet yand maximax join y), respectively.

A functionf:R"~ R issupermodulaif f(xCy)+ f(XCy)=f(x)+ f(y).

2

Remark: Iff is twice-differentiable, then supermodularity reesito:i # j implies > 0.

6Xi OXJ

This, in turn, is equivalent to "increasing diffieces.” That is, fax>y;,
F (X Ximts Xi s Xitoee s Xn) = F (X0 X210 Vis Xi410-- %) 1S NON-decreasing i for j#i.

If fis a payoff function and supermodular, the vaasldff are said to beomplements
8.2:  Affiliation

If the function logf is supermodulaf,is said to béog-supermodularsometimes abbreviated log-
spm. Iff is a density and is log-supermodular, then thdomanvariables with densityare said to
be affiliated. If there are only two such variablégs said to have thewonotone likelihood ratio
property(MLRP).

The following six basic facts about affiliation amstipermodularity are useful. | give simple
arguments based on differentiability where posstule the theorems hold more broadly.

(i) Affiliation is equivalent to the statement thgti(X)la; < X < by] is non-decreasing ia, b for all
non-decreasing functiorns

Proof: Considerdp(y)=E[a(x,Y)|Y=y,a<x<b]. Below, expectations refer to conditioning ¥my,
a<x<h.
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b
txIy) [ty (21 y)dz
f,(sly) I ’

b b 2
[RICIEE Uf(zw)dz]

_ | 0a fy(xXIy) | fy(x1y) | _ | oa fy
—E{ay}+E{a(x,y) f(xly)} E[a(Xx,Y)] E{ f(xly)}—E{ay}+COV(a, . ).

dx

¥'(y) = Ew}ja(x, )

If the MLRP is satisfied, this is nonnegative. @ewsely, leto be increasing ix and constant i.
Then¢ is non-decreasing for ajl] a, andb if and only if the MLRP is satisfied.

(i) Non-decreasing functions of affiliated r.vdse affiliated (see Milgrom-Weber for the proof; I
know of no calculus-based proof).

Let x, yhave densit§(x,y), and denote the densityygivenx by f\(y|x), with cdf F(y[x).
(iii) Fy(y[X) is non-increasing ir (First Order Stochastic Dominance).

The characteristic function of a sef, 1s the function which is 1 kOJA and O otherwise. Note
PrX; = %] = E[lx 5] It follows that PrKi2x | Xj=x] is non-decreasing K.

(iv) f is log-supermodular if and onlyfif is log-supermodular.

02 02 f(x,y)
Proof: log f X)= lo
ax oy 9 fy(¥1x) ox oy J (If(x,z) dz

2 2
I log f(xy)--2
ox oy 0x oy

2
log (f f (X, z)dz): %@ylog f(x,y)

(v) Independently distributed random variablesadfi@ated. (Proof immediate.)

(vi) If f(y|¥) is log-supermodulaF(y|x) is log-supermodular

Proof: 2 1Y 1X) _ Fo(y19 fF(yIXF2(y1%)

XF(Y]X)  F (Y] F(y|x)?

_ _flylx {fz(ym

= F -
s T PO Fz(ylx)}
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_ f(yIx
F(y|x)?

O <

(fz(wx)_ fo(z1%)

jf(z|x)dz > 0.
flylx)  f(z|x)

(vii) if f andg are log-supermoduldry is log-supermodular. Proof is lég= logf + logg.
8.3: Auction Environment

There is a single good for sale, anbidders. Each biddemprivately receives a signal that is the
realization of the r.\JX; the vector Xa,...,Xn,S) are affiliated and th¥'s are symmetrically
distributed. The payoff to bidders u(X;, Xi, S). uis assumed non-decreasing in all arguments.
All of the bidders know the environment; the onhcartainty for bidderis X; andS and bidder
knows the joint distribution of the variables. ¥heattention on bidder 1 and I¥t= max
{Xa,....Xn}. Note thatY is affiliated withX;. Letf\(Y]x) be the density of givenX;=x, with
distribution functionFy. Letv(x,y)=E[u[x;=x,Y=y]. Sinceu is hon-decreasing, SOus

8.4:  Second Price Auction
In a second price auction, the high bidder obtdiabject and pays the second highest bid.
A symmetric equilibrium bidding function is a furart B, such that, given all other bidders bid
according toB,, the remaining bidder maximizes expected profiblmding B,(X) given signalx.
Consider bidder 1 with signalwho instead bidB,(z). This bidder earns

z

= [ (V0% y) = By () fy (y 1)ly.
0

In order forB, to be an equilibriunmt must be maximized atx, which implies
Ba(X) = v(x,X.
It is straightforward to show th& is indeed an equilibrium, and is the only symneegquilibrium.
If a reserve price (minimum acceptable hidls imposed, bidders with signals below where
E[V(X,Y)|[Y<X]=r, do not submit bids; otherwise the equilibriunumgperturbed. Note however, that

the minimum submitted bidBx(x;) >r!

Suppose the seller knov& Should the seller tell the biddeg® The thought experiment is a
commitment to honestly reveal the information ptadiscovering it. Let

W(lelg = E[U |X1=X, Y=y, SZS]
V(YY) = E[W(X1 Y.S) X1 =Y =]
= E[wW(YY.S)[X1=Y=Y]
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< EwW(YY.S)|X12Y =Y]
The seller's revenue with no disclosiRg, is
Rv=E[v(YY)|X12Y]
< E[E[WYY.S)[X12Y] | x3>Y]
= E[WYY.S)| X1 >Y]= R, ,the revenue with disclosure §f
That is, it always pays to reveal accurate inforomatrather than conceal it.

The thought experiment of revealing accurate inédrom is sensible if the seller can commit to
actually revealing accurate information. Thatasaways possible, and when the seller can't
commit not to lie about the information, bidderdl \ikely ignore the information since if bidders
condition on it, the seller will misstate it. laree settings, where the seller can be penalized for
lying (fraud) or when the seller repeatedly sadimsthing, the seller has the option of committing
to telling the truth, and the theorem says thatighbetter than silence.

8.5: First Price Auction

In a first price auction, the high bidder obtaihg tbject and pays her bid. Supp&seis a
symmetric equilibrium. The profits to bidder 1 thvsignalx, who bidsBi(2), are:

= j (v(x y) - B(2)) fy (y | )dy.
0

Maximizing with respect ta@, and setting=x, yields the first order differential equation

fy (x| %)

B9 = (x10

(V(%,X) = By (X)).

Suppose that the reserve price is zero. Theniffeestitial equation has solution

X

LT
(22)
B]_(X):je yFYZZ fY(yly)
0

, y)dy.
R (yly) YW

(If the reserve price > 0, the screening level ¥ andB; satisfiesBi(x,)=r.) IntegratingB,(x) by
parts and assuming v(0,0)=0, we have:
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< i
B =v(x0) - [ e o (diyv(y, y)]dy.

0

Conditional on winning with a signal af (probability F\(x|X)), a bidder in a second price auction
pays

fo(y%) Fy (y[%)
EB, = j(y D e o VR0 - j [— (y,y)}dy.

Note thatlog Fy (x| x) —log R, (Y| X) = _[Mdz> Mdz

> by(vi
VR Rl (vt

_T fy(2) ,

Fy (Y]X) < va(ZIZ)

and thus; <e
Fy (X]X)

Sincev is non-decreasing, the expected payment by a mgrisidder with signat is higher in a
second price auction than in a first price auction.
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10:  Appendix 1: Derivations

(B - B)* "Ba(t)

Proof thatq, (t) = (K -n)!By (0)
- Bk

Suppose the theorem is truenaK. Then we must verify that

: _ Bna(®) _Bn(®)
Qn—l(t) - Bn—l(t) qn—l(t) Bn (t) Un (t)

Plugging in the hypothesized values:

(BO) ~BE) "By ()
(K-n+1)!Bc (0)

On-a(t) =

_ K-n _ K-n+lp
o () = —B(0) (BO) -B(t)™ "Br4(t)  (BO) -B(1) Bn-1(t)

(K =n)!By (0) (K =n+1)I1By (0)
But
: _ Bna(®) _Bn(®)
Qn—l(t) - Bn—l(t) qn—l(t) Bn (t) Un (t)

_ Byoa(®) (BO) -B®) "B, (t) _ Br(t) (BO) -B(t)" "By(t)
Bra() (K —n+1)!By (0) B,(t) (K -n)!Bg (0)

_ K-n+1 _ K-n
g BO-BOIT (B0 -B)
(K —n+1)! By (0) (K —n)! By (0)

Thus, we have verified the formula if

(BO =Bt "By (t) , (BO -BE) By ()

PO (K —n)!By () (K —n+1)!By (0)
_ K-n+1 _ K-n
_g, o BO-BO L (B0 -B()
(K =n+1)!By () (K =n)!By (0)

or
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(BO ~BO)* "Boa(®) _ 4 (BO ~BO)* "

B'(t) (K _ n)| BK (O) (K - n)' BK (0)

or

B'(t)Bn-a(t) = By ().
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